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Minutes of 36th meeting of Protection Sub-Committee (PSC) held on 19.09.2018 at 

10:30 hrs. at NRPC Secretariat, New Delhi 

PART-A:  NRPC  

36th meeting of Protection Sub- Committee (PSC) of NRPC was held on 19.09.2018 

at NRPC Secretariat, New Delhi. The list of participants is enclosed at Annex-I.  

A.1.  Confirmation of minutes of 35th meeting of protection sub-committee 

Minutes of 35th meeting of Protection Sub-committee were issued vide letter dated 

10.08.2018. The Minutes are available on NRPC’s website at http://www.nrpc.gov.in.  No 

comments were received. 

Sub-Committee confirmed the Minutes of 35th PSC meeting. 

 

A.2. Implementation of Recommendations of Task Force 

 

As a followup of one of the recommendations of Enquiry Committee headed by 

Chairperson, CEA on grid disturbances that took place on 30th and 31st July 2012, Ministry 

of Power had constituted a ‘Task Force on Power System Analysis under Contingencies’ 

in December 2012. The Task Force had submitted its report in August 2013. In a meeting 

taken by Secretary (Power), GoI on 11.03.2014, it was decided that the report be given 

wide circulation and its recommendations be implemented in a time bound manner. Some 

of the issues arising out of recommendations of the Task Force were as under: 

 

A.2.1. Database of protection settings 

 

Based on the recommendations of the Task Force, it was decided that data regarding 

settings of relays shall be compiled by the CTU and STUs in their respective network and 

furnished to RLDC and SLDC respectively with a copy to RPC for maintaining the 

database. The database was to be kept updated and verified during the audit. 

A format for submission of database was finalised in 30th PSC meeting.  
 

The issue was deliberated in 34th TCC/38th NRPC meeting held on 24th/25th 

October, 2016 wherein it was decided that protection setting data would be provided by all 

the utilities within 02 months for 400 kV and 220 kV S/S. 

 

33rd PSC meeting on 22nd February, 2017 – During 33rd PSC meeting, it was noted 

that only few utilities had submitted the data. PSC advised all the utilities to submit the 

data in prescribed format by March,2017. It was also opined that if data were not submitted 

by utilities then engagement of third party in line with ERPC and SRPC may be considered. 

 

The issue was discussed in the 35th TCC/39th NRPC meeting held on 1st/2nd May, 

2017 in which TCC expressed their concern over the non-submission of protection 

database by the utilities. In the meeting, it was also informed that a project of Protection 
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Database Management System is being implemented by ERPC and SRPC by engaging 3rd 

party with funding through PSDF. TCC recommended and NRPC thereafter approved the 

proposal for engaging a third party for Protection database and authorised NRPC sectt. to 

take further action.  

 

 34th PSC meeting on 4th August, 2017—During the meeting, M/s PRDC gave 

presentation about the various provisions included in the project being implemented by 

them in ER. Citing the concerns of utilities, it was proposed to form a core committee to 

define the comprehensive Scope of the project comprising members from NRPC 

secretariat, NRLDC, and all the utilities of NR. 

 

Approval of Chairperson, NRPC has been obtained authorising Member Secretary, NRPC 

to carry out following activities: 

i. Formation of group for finalization of detail scope of work of the 

Project. 

ii. Submission of proposal for financing the Project through Power 

System Development fund (PSDF).  

iii. Opening of a separate account in the name of ‘NRPC Protection 

Database Fund’ for receiving the grant from PSDF for the Project. 

iv. Carry out e-tendering process including tender publication, opening, 

evaluation etc. for selecting contractor for implementing the scheme 

based on scope of work of the Project finalized by the group. 

Nominations for the committee for finalisation of detailed scope of work of the 

project were sought from the utilities and based on the nomination received a committee 

has been formed. The first meeting of the committee was held on 1st February 2018 at 

NRPC Secretariat, New Delhi. Based on the inputs received from the members, Bidding 

Document shall be modified and circulated for the approval of the committee in its next 

meeting.  

NRPC Secretariat has submitted the DPR of the project for PSDF funding.  

Tender shall be floated after the finalization of the Bidding Document by the committee. 

38th TCC and 41st NRPC meeting on 27th and 28th February, 2018- Based on the 

discussions held in 34th PSC meeting, a core committee has been formed to define the 

comprehensive Scope of the project comprising members from the utilities of NR.  

First meeting of the group for defining the scope of the project was held on 

01.02.2018 and based on the inputs received from the members, Draft Bidding Document 

has been prepared by the NRPC Secretariat  

The Draft Bidding document incorporating all the inputs given by members in the 

meeting was further circulated for suggestions/comments, if any. The Bid document 

including all the relevant suggestions/comments of the members has been finalized.  

NRPC Secretariat has also submitted the DPR of the project for PSDF funding 

based on the draft bidding document. The proposal of NRPC was scrutinized by the 

Techno-Economic Sub Group and further examined by Appraisal Committee.  

Appraisal Committee has recommended the proposal for the grant from PSDF 
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funding and also qualified proposal for 100% funding through PSDF. The e-tendering 

Creation and maintenance of web based Protection Database Management and PC based 

Protection setting calculation tool for Northern Region Power System Network will be 

initiated on the receipt of MoM of Monitoring Committee. 

35th PSC meeting on 20th June 2018, it was told that the Draft Bidding document 

incorporating all the inputs given by members in the meeting was further circulated for 

suggestions/comments, if any. The Bid document including all the relevant 

suggestions/comments of the members has been finalized.  

NRPC Secretariat has also submitted the DPR of the project for PSDF funding 

based on the draft bidding document. The proposal of NRPC was scrutinized by the 

Techno-Economic Sub Group and further examined by Appraisal Committee.  

Appraisal Committee has recommended the proposal for the grant from PSDF 

funding and also qualified proposal for 100% funding through PSDF. The e-tendering 

Creation and maintenance of Web based Protection Database Management and PC based 

Protection setting calculation tool for Northern Region Power System Network will be 

initiated on the receipt of MoM of Monitoring Committee. 

Regarding the protection coordination studies for proper Zone-III setting it was 

informed in 34th PSC meeting on 4th August, 2017 and 35th PSC meeting on 20th June, 2018 

that these studies will be part of the project for maintaining database of protection setting 

database. 

39th TCC and 42nd NRPC meeting on 27th and 28th June, 2018, it was informed 

that Monitoring Committee has approved the Protection Database Management System 

proposal and e-tendering process will be initiated on the receipt of MoM of Monitoring 

Committee. The project timeline is of 18 months with 5 year support period preceded with 

one year defect liability period. It was also told that modelling and data collection would 

be done up to 132 kV level for Uttarakhand, Himachal Pradesh and Jammu and Kashmir 

and up to 220 kV level for all other states of the region. Utilities will be provided with 

licenses so that studies can be carried out by them. 

36th PSC meeting on 19th September, 2018 – SE(O) NRPC, informed that the 

bid document has been finalized incorporating comments/suggestions given by the 

committee. Further, the tender has been published on 30th August and the last date 

for the receipt of the bid is 15th October,2018. The technical bid shall be opened on 

16th October, 2018. The Bid evaluation committee has been formulated comprising 

members from NRPC secretariat and NRPC constituents. 

 

A.2.2. Periodicity of Third Party Protection Audit  

 The enquiry committee constituted by Govt of India to enquire into grid 

disturbances on 30th and 31st July, 2012 has recommended a thorough third party protection 

audit need to be carried out in time bound manner as there is need to review the protection 

schemes. 

 In 18th PSC meeting on 03rd Sept, 2012, it was agreed that the exercise of 

protection audit should be carried out periodically and frequency of the same could be 2-3 

years. 

The following points are proposed to review the protection schemes periodically:  
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• Periodicity of Third Party Audit from CPRI. 

• Periodicity of Third Party Audit from members of STUs nominated by NRPC 

Secretariat for Third Party Protection Audit of different STUs. 

• The scope of Third Party Protection audit of STUs. 

• Any other Agency other than CPRI authorized to carry out Third Party 

Protection Audit. 

 

In 35th PSC meeting held on 20th June, 2018 - The need of Protection audit was 

emphasized and members were requested to suggest suitable periodicity for the same. It 

was requested that periodicity should be decided uniformly at NPC level and each RPC 

should give them a suggestion. Members deliberated and recommended that the exercise 

of third party protection audit should be carried out periodically and frequency of the same 

should be 5 years. 

It was also stated that Third Party Protection audit can be done any reputed agency 

working in the field of Power System protection other than CPRI. Members were requested 

to send the updated nominations of the protection engineers which would be carrying out 

the Third Party Protection audit. The previous list was finalized in 24th PSC meeting which 

is attached as Annexure – II of the Minutes of 35th PSC meeting. 

In 39th TCC/42nd NRPC meeting held on 27th and 28th June, 2018:- It was 

informed that issue of periodicity of third party protection audit was deliberated in 35th 

Protection Sub Committee where members recommended that Third Party Protection audit 

can be carried out periodically either by a team of Protection Engineers of the utilities as 

per the list finalized by the Protection Sub-Committee or by any reputed agency working 

in the field of Power System. The periodicity of the protection audit is to be 5 years as 

decided by 35th PSC held on 20.06.2018.  

All the utilities were requested to share the feedback of the Protection audit carried 

out from other agencies so that agencies can be rated which will help other utilities to select 

the agencies for their Protection audit.   

Committee was apprised that decisions of TCC/NRPC will be further 

communicated to NPC for the uniformity and finalization at National level. TCC 

recommended and NRPC further approved the periodicity of the protection audit to be 5yrs 

and same can be carried out by CPRI or by any other reputed agency also. 

 

36th PSC meeting on 19th September, 2018 – SE(O), NRPC stated that on the 

basis of deliberations in 35th PSC meeting and 39th TCC meeting, NRPC in its 42nd 

meeting approved the periodicity of the protection audit to be 5yrs which can be 

carried out by CPRI or by any other reputed agency or by a team of Protection 

Engineers also. He informed the committee that agenda would be taken in the 

upcoming NPC meeting for uniformity at National level. 

PCE – II, CEA advised that NRPC should intimate other RPCs to take up the 

above issue in their respective PSC/RPC meetings so that consensus amongst all the 

RPCs can be reached at NPC meeting. He further enquired about time required to 

complete the protection audit in a particular substation. 
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Representative of POWERGRID stated that 2-3 days are required to complete 

protection audit of entire substation. Considering the no of substations, it was 

recommended that CPRI or any other agency or a team of Protection Engineers of 

the utilities as per the list finalized by the Protection Sub-Committee would do Third 

Party Protection Audit.  

 Members were requested to send the update nominations of the protection 

engineers which would be carrying out the Third Party Protection audit. BBMB and 

PSTCL have submitted the updated nominations. The updated list is enclosed at 

Annexure – II. 

A.2.2.1 Training Programme/Workshop on Protection Audit for Protection system 

Engineers 

Protection is one of the key operational aspects of Power system. The revision in 

the protection settings/schemes after modification of network topologies is essential for 

reliable operations of the Grid. Hence, periodic audit of these protection 

schemes/settings/protection functions is essential for reliable and secure operation of the 

Grid.  

Hence, it is important that Protection system engineers are well educated and 

trained to carry out the exercise of Protection Audit. Hence, it is proposed to organize 

Training Programme/Workshop on Protection Audit for Protection System Engineers. 

Power System Division of Central Power Research Institute has submitted an offer 

for conducting 3 days Training Programme/Workshop on Protection Audit for Protection 

System Engineers which is enclosed as Annexure – III. 

 

36th PSC meeting on 19th September, 2018- SE(O), NRPC briefed about the 

Training Programme/Workshop on Protection Audit for Protection system 

Engineers. He informed committee that CPRI has submitted proposal for 3 days 

workshop at Bangalore on Protection Audit for Protection system Engineers. 

Members were of view that CPRI has enough experience in carrying out Protection 

audit hence CPRI might be considered for such type of trainings. 

Representative of LPGCL suggested that relay setting calculation module 

might be included. It was emphasized that Training Programme/Workshop shall be 

on Protection Audit. MS, NRPC stated that accommodation would be arranged by 

utilities on their own during the Training program.  

PSC recommended that the training programme/workshop on Protection 

audit to be conducted by CPRI and approval of the same may be requested from 

NRPC. 

 

A.3 Violation of Protection standard in case of Inter-Regional lines of voltage 220kV 

and above 

 The section 3.e of Grid Standards Regulation of CEA, 2010 states that  

“Provide standard protection systems having the reliability, speed, selectivity and 

sensitivity to isolate the faulty equipment and protect all components from any type of 
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faults, within the specified fault clearance time and shall provide protection co-ordination 

as specified by the Regional Power Committee  

Explanation: For purpose of this regulation “fault clearance time” means the maximum 

fault clearance time as specified below: 

Sr. 

No. 

Nominal System Voltage (kV rms) Maximum Time (in msec) 

1. 765 and 400 100 

2. 220 and 132 160 

  Provided that in the event of non clearance of the fault by a circuit breaker within 

the limit specified in Table, the breaker fail protection shall initiate tripping of all other 

breakers in the concerned bus section to clear the fault in the next 200 msec. “ 

Such delayed clearance of faults of Inter-regional lines may prove fatal to the 

security of the grid. Since, tripping of Inter Regional Lines of voltage 220kV and above 

are matter of concern to Grid security suitable action needs to be taken. The list of inter-

regional lines where delayed clearance was observed is attached as Annexure-III of 36th 

PSC agenda. 

As per the IEGC clause 5.2.r and clause 15.3 of CEA grid standard, DR/EL of all 

the tripping of 220kV and above level shall be sent within 24 hours of NRLDC.  

 In 35th PSC meeting held on 20th June, 2018- It was stated that violation of 

Protection Standard should be avoided and DR/EL should be sent to NRPC/NRLDC within 

24 hours as the tripping analysis for inter-regional lines is very important for safe and 

reliable operation of Grid. It was also informed that this was also followed up regularly in 

the OCC meetings. 

 Utilities were requested to submit the DR/EL of all the tripping of 220 kV and 

above level within 24 hours to NRLDC. However, most of the utilities are not submitting 

the DR/EL of the trippings within 24 hours. The details of the same for the months of June, 

Jul and Aug, 2018 are highlighted below:  

IR trippings: Details received status for August, 2018 as per 151th OCC 
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IR trippings: Details received status for July, 2018 as per 150th OCC 

 

IR trippings: Details received status for June, 2018 as per 149th OCC 

 

36th PSC meeting on 19th September, 2018- Representative of NRLDC informed 

that agenda pertains to violation of Protection standard such as delayed clearance of 

fault, spurious tripping, DR/EL submission within 24hrs and other events resulting 

into violation of Protection standard. PCE-II, CEA advised NRLDC to segregate 

trippings according to different reasons resulting into violation of Protection 

standards. He emphasized on maintaining list of trippings in which delayed clearance 

of fault is observed. 

Representative of NRLDC highlighted cases of delayed clearance of fault such 

as tripping of 400kV Bhinmal(PG)-Zerda(PG) on 9th July,2018 at 11.46hrs and 220kV 

Saktpura(RRVPNL)-Badod (MPPTCL) on 06th June,2018 at 04.18 hrs . 

Representative of POWERGRID told that fault was observed at Zerda end and 

detailed report has been already submitted. 

SE(O), NRPC stressed on the submission of DR/EL by the utilities within 

24hrs which is being regularly highlighted in the monthly OCC meeting. 

Representative of POWERGRID stated that details have been already submitted but 

it hasn’t been reflected in the database. 
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Representative of NRLDC informed that data compiled on 1st of every month 

is being highlighted in the OCC meetings and details received thereafter would not 

be reflected in the OCC meeting. He advised utilities to share the data on sep-

nrpc@nic.in,nrldcso2@posoco.in, nrldcso2@gmail.com,.  

SE(O), NRPC informed that a whatsapp group of PSC members has been 

created in which information regarding tripping(name, date, time) and date & time 

at which details have been submitted could be shared. This would help in updating 

the database regularly and information could be shared amongst all.  MS, NRPC 

advised that NRLDC should appoint nodal officer who can acknowledge the receipt 

of data received. Members agreed for the same.     

A.4 Actions taken on the outcome of the meeting of Protection Analysis Sub Group 

(PSAG) 

 It was deliberated in the 31st PSC meeting to create a Protection Analysis Sub-

Group (PSAG) for conducting a detailed discussion of grid events of greater importance 

requiring immediate attention on regular basis as the discussion of a large number of grid 

events are not possible in the regular PSC meeting. 

 Subsequently, in the 32nd PSC meeting the members of group were decided. The 

10th PSAG meeting was held on 18.04.2018 and minutes of the same was issued vide letter 

dated 27.07.2018. The following trippings were discussed in the meeting. (Minutes 

attached as Annexure – IV of 36th PSC agenda) 

Sr 

No 

Incident Discussed  PSAG meeting 

held on 

Utility concerned 

1. Blackout of 400kV Kishenpur 
substation on 12.02.2018 at 
1l:24hrs and l2:07hrs and 400kV 
GSS Wagoora substation on 
10.03.2018 at 09:51hrs 

18.04.2018 PGCIL, NHPC, 

PDD J&K 

 

36th PSC meeting on 19th September, 2018 - SE(O) stated that 10th PSAG 

meeting was held on 18.04.2018 and minutes of the same was issued vide letter dated 

27.07.2018. He further told that PGCIL (NR-2) has submitted the compliance report 

(attached as Annexure-V of the agenda of 36th PSC) on the issues raised during 10th 

PSAG meeting along with DEF settings at Kishenpur.  

Representative of POWERGRID stated that DEF relay has been physically 

checked at Kishenpur end for receiving of DT command and it has been working fine. 

He informed that scheme for sending DT on DEF relay operation has been removed 

from all substation. 

Representative of NRLDC informed that SPS for Kashmir valley was designed 

but it has not been implemented yet. SE(O) told that connectivity for valley has been 

mailto:sep-nrpc@nic.in
mailto:sep-nrpc@nic.in
mailto:nrldcso2@posoco.in
mailto:nrldcso2@gmail.com
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improved after commissioning of Amargarh s/s and Kishanganga HEP. He advised 

that SPS for Kashmir valley needs to be reviewed.  

Representative of POWERGRID stated that ICT tripping was observed on 

over flux from BCU. However, no other flag of any was found except Master trip 

relay. It hinted towards the maloperation of static over flux relay. Hence, it was 

suggested that over flux settings in differential relay should be enabled rather than 

operating static relay.   

A.5 Grid disturbance at NAPS on 15.02.2018 due to Bus fault at 220kV Atrauli S/S 

(Agenda by NPCIL) 

 On 15.02.2018, NAPS both units were operating smoothly at full power, Grid 

parameters were also maintaining normal. All 220kV lines were in service. (Enclosed as 

Annexure-VI of 35th PSC agenda) At 19:17:10 Hrs, voltage dip from 220 kV up to 120 kV 

was observed at NAPS, however NAPS both units survived. 220kV Atrauli S/S is 

connected only with NAPS, Narora and Harduganj TPS, both are generating stations and 

hence an important element of grid network. At around 19.15hrs, normalization of one ICT 

was in progress at Atrauli S/S. During the process, its 220kV side circuit breaker developed 

fault causing flashover/ damage of the CB resulting into bus fault. Atrauli S/S does not 

have 220kV Bus differential protection scheme hence fault propagated into remote end 

220kV S/S Narora and Harduganj. 

In the 35th PSC meeting held on 20.06.2018 - Representative of NPCIL told that 

damage of the CB resulted into bus fault at 220kV side of Atruali S/s. He further told that 

Atrauli S/S does not have 220kV Bus differential protection scheme hence fault propagated 

into remote end 220kV S/S Narora and Harduganj, however distance relay of line 

protection operated and 220kV Atrauli-Narora, Atrauli - Harduaganj lines tripped in zone 

-4 at Atrauli end. The fault duration was 250 msec. It was informed that it is mandatory for 

all 220kV and above S/s to have bus differential protection as per the CEA regulations. He 

further told that lines were charged after the incidence without informing either Narora or 

Harduaganj end. 

 Representative of UPPTCL informed that bus differential protection at Atrauli s/s 

is to be commissioned by the end of July. He also informed that zone-4 setting has been 

changed to 160 msec. 

 Representative of NPCIL also told that there is no bus differential scheme at 220kV 

Sambhal s/s and 220 kV Simbhaoli s/s. Representative of UPPTCL assured to look into 

matter and expedite the installation of bus differential scheme. 

36th PSC meeting on 19th September, 2018 – Representative of UPPTCL stated 

that panels were delivered but installation and commissioning has not been 

completed. He further told that SEL has been awarded with the work. 
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SE(O) stated that implementation of bus bar is long pending issue. He further 

informed about the Central Electricity Authority (Measures relating to Safety and 

Electric Supply) Regulations, 2010 which states as followed:  

  “High speed bus bar differential protection along with local breaker back up 

protection shall be commissioned and shall always be available at all 132 kV and above 

voltage sub-stations and switching stations and generating stations connected with the 

grid: Provided that in respect of existing 132 kV sub-stations and switching stations 

having more than one incoming feeders, the high speed bus bar differential protection 

along with local breaker back up protection, shall be commissioned and shall always be 

available”  

In view of the above, it is mandatory to have operational bus bar protection at 

all 132 kV and above substation. Representative of UPPTCL stated an example of 

400kV Sultanpur s/s which took 1 year for installation and commissioning of bus bar 

differential protection considering limitations at substation. He further told that bus 

bar protection is expected to be operational by Nov,2018. 

Representative of NRLDC highlighted that installed bus bar protection shall 

be operational as it has been observed many times that bus bar protection was 

disabled even in 400kV substations. This leads to complete blackout of substations in 

case of any bus bar faults. He insisted that bus bar protection should be operational 

being important for safe and secure operation of the Grid. 

 

A.6 Final report of the group to suggest measures for bringing improvement in the 

field of Power System Protection among the utilities in Northern Region 

 

A group was constituted by Member Secretary, NRPC vide letter No. 

NRPC/OPR/107/06/ 2015/ dated: 26.08.2015 to suggest measures for bringing 

improvement in the field of Power System Protection among the utilities in Northern 

Region. The report was submitted in 34th TCC/38th NRPC meeting held on 24th /25th 

October, 2016 wherein the report was accepted for implementation. It was also agreed in 

the NRPC meeting that each utility would immediately start working to develop training 

module for Basic Training on Protection System for Sub-Station Engineers (Level -1) and 

start training programs within 6 months. The issue was also discussed in 32nd PSC meeting 

wherein utilities were requested to organize Level-1 training and would submit the details. 

BBMB, POWERGRID NR-I and PITCUL are conducting the training on 

Protection System (Level - I) at regular intervals. 

First training programme of Level-2 was conducted successfully from 21st-25th 

November, 2016 for 25 nos. of participants through POWERGRID.  35th TCC/39th NRPC 

meeting held on 1st/2nd May, 2017 - Advised to conduct more such programmes including 

Level-3 for Protection System Engineers. 

 Protection training for level -3 was conducted successfully from 19th-23rd March, 

2018 at Udaipur for 25 nos. of participants through POWERGRID.  

 

In 35th PSC meeting held on 20.06.2018 - Members were informed that 1 batch of 

level - 2 and level – 3 training was completed and another batch for training is to be taken 

up shortly. Utilities were requested to share the details regarding content, no. of days of 
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level-1 training arranged by them. 

Representative of RRVPNL and DTL told that training is being arranged by them 

and details will be shared. Other utilities were also requested to share the details at the 

earliest.  

Rajasthan has submitted the details of the level – I training. 

In 39th TCC and 42nd NRPC meeting on 27th and 28th June, 2018 – It was told 

that NRPC Sectt has conducted Level-3 training for Protection System Engineers from 19th 

to 23rd March, 2018 with this the first batch for Level-2 and level-3 training has been 

successfully completed. It was also informed that NRPC Secretariat would be going for 

another batch of Protection System Engineers Level-2 and Level-3 training for which no. 

of participants might be increased from 25 to 50. Utilities were requested to preferably 

nominate the engineers working in the field of power system protection and make sure that 

nominated individual is available for entire duration of the training. It was stated that as 

the participants are being trained as trainer, they should further transfer the knowledge 

within their own utility so that additional trained manpower can be deployed. 

The Level-2 training for 2nd batch is tentatively scheduled during November– 

December, 2018.  

 

36th PSC meeting on 19th September, 2018 – SE(O), NRPC stated utilities are 

requested to share the details of Level -I training. He informed that NRPC in its 42nd 

meeting has approved for 50 no. of participants for 2nd batch of Level-2 and Level-3 

training of Protection System Engineers. He proposed that training might be 

organized through any one of the OEM such as ABB, SIEMENS, GE etc. It would 

include classroom training as well as hands on training on Relays. The training is 

tentatively proposed to be held during during November– December, 2018.  

SE(O) clarified that Level-1 training is to be conducted for supervisors and 

workman on the Field by utilities on their own. These trainings should be conducted 

regularly as to mitigate chances of maloperation/tripping due to human error.  

Representative of UPPTCL informed that training for 2 months have been 

imparted at Lucknow for new recruitees. Representative of Harayna informed that 

training is conducted at HPTI training academy which includes different modules for 

lineman, JEs, AEs, EEs and SEs. Members were again requested to share the details 

for Level -I training. 

 

 

A.7. Format for Detailed Analysis report 

 

Members of the Protection sub-committee had raised the issue of devising a 

common format for submission of detailed analysis report of the tripping event. 

Accordingly, a format had been prepared and same is enclosed as Annex-VII of 35th PSC 

agenda. In the discussions held in 33rd PSC meeting, it was decided to align the format (33 

PSC Agenda Annex-IX) as per the SOPR. A committee to align the format as per SOPR is 

constituted and advised to submit the report by 04.08.2017. 
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In the 34th PSC & 35th PSC meeting, it was decided to deliberate on format once 

the constituted committee submits its report.  

The Committee met to align the format as per SOPR but no consensus was reached 

among the members of the Committee. However, POWERGRID, NR-I has suggested a 

format for the Detailed analysis report which is enclosed as Annex – VI of 36th PSC agenda. 

36th PSC meeting on 19th September, 2018 – Representative of NRLDC 

informed that format was prepared in such a way that event could be concluded from 

submitted data and hardware database of DR/EL facility and Numerical relays would 

be created. The database of DR/EL facility and Numerical relays at substation would 

help in monitoring the compliance of different protection standards. 

Representative of POWERGRID told that main objective of any protection 

engineers is to study/analyze cause of the tripping and suggest/take remedial 

measures to avoid such trippings in future. He told that detailed analysis report 

consisting of above is regularly submitted by POWERGRID. He further stated that 

excel file format attached is time consuming which will affect the main objective of 

analysis. He agreed that database is necessary for which data can be submitted once. 

He stressed that not only the format but also its compliance should also be discussed 

considering its complexity. 

Representative of DTL stated that data in mentioned format can be submitted 

but stressed that focus should be on tripping analysis. Representative of Punjab told 

that it is difficult to submit the data in mentioned format as many times trippings 

weren’t reported by field engineers. He was of the view that many columns in excel 

format were irrelevant Representative of UPPTCL stated that format is very long but 

they were submitting the data in mentioned data. 

Representative of NRLDC emphasized that data in the mentioned format is as 

important as tripping analysis and both should be submitted. SE(O) highlighted that 

data could also be used for Transmission availability certification. He advised to begin 

the data submission in mentioned format and considering the issues faced in 

implementation format would be simplified further, if required. 

 

A.8. Follow up action on outstanding issues from previous meetings: 

A.8.1. Non- availability/defective PLCC link of STU Lines terminated at 

POWERGRID (NR-2) substations 

 

22nd PSC meeting on 22nd July, 2013-  POWERGIRD had submitted a list of its 

NR-2 sub-station in 22nd PSC meeting where PLCC was non-functional at other side.  

35th PSC meeting on 20th June, 2018- Status of PLCC work in these sub-stations, 

as updated in the meeting is as under: 

 

Sl. 
No. 

Name of 

Substation 

Name of 

Transmission 

Line 

Availability 

of PLCC 

Updated 

Status in 

35th   PSC 

Present status 

PLCC issues with PSTCL 
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1 Amritsar 
220 kV Verpal –I 
 

Not installed 
 

PLCC Panels 

are installed 

on both end 

& wiring has 

been 

completed on 

PSTCL end 

& wiring on 

PGCIL end 

will be done 

with co-

ordination of 

PLCC team 

of PSTCL by 

PGCIL. End 

to end testing 

will be 

completed by 

30.09.2018 

Equipment 

has been 

installed at 

both the 

ends. End to 

end testing 

would be 

completed by 

30.09.2018. 

 

 

A.8.2. PLCC and Auto Re-closure issues related to UPPTCL 

 
28th PSC meeting on 19th December, 2014 - POWERGRID had informed 

that there were various lines of UPPTCL wherein PLCC panels and auto re-closure 

schemes were not in working condition due to which frequent tripping of lines on 

transient faults were taking place.  

35th PSC meeting on 20th June, 2018- Status updated by UPPTCL and 

POWERGRID in the meeting was as under: 

 

Sl. 

No. 

Name of 

Transmission Line 
Details of PLCC 

Status as updated 

in 35th PSC 

Present status 

Allahabad S/S 

1. 220kV Allahabad-

Rewa Road-I 

PLCC link was 

through but failed 

frequently due to 

non availability of 

wave trap at Rewa 

Road end.  

PLCC 

commissioned but 

not functional as 

end to end testing 

was pending. 

Representative 

of UPPTCL 

stated that 

relay panels 

were to be 

replaced. The 

shutdown was 

awaited. It was 

expected to be 

done by end of 

the month. 

2. 220kV Allahabad-

Rewa Road-II 
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Kanpur S/S 

1. 220kV Kanpur-

Mainpuri 

PLCC panels not 

available 

- PLCC panels 

were supplied 

but yet to be 

commissioned. 

Gorakhpur S/S 

1. 220kV Gorakhpur-

Barhua 

PLCC were not 

functional 

PLCC has been 

commissioned but 

available relays do 

not have carrier 

feature which were 

to be replaced in 1 

month.  

The relays 

were being 

replaced with 

Numerical 

relays.  

2. 220kV Gorakhpur-

Basti 

PLCC panels were 

not available 

PLCC allotment 

was expected in 

August 2017. 

The LIO was 

done for 

220kV 

Gorakhpur-

Basti at Bassi 

and panel has 

been 

commissioned 

at Bassi.  

 

 

A.8.3. Islanding scheme for Rajasthan and Punjab 

A.8.3.1. Islanding scheme for Rajasthan  

 

30th PSC meeting on 21st September, 2015 - RVPNL had stated that 

existing islanding scheme meant for RAPP-A and RAPP-B would change entirely 

if Mahi HPS is excluded from the scheme. Also, result of dynamic simulation 

studies had not yet been received from CPRI. RVPNL was requested to implement 

the scheme provisionally & necessary actions for procurement of relays etc. was to 

be initiated with completion target of one year. RRVPNL had agreed for the same. 

 

31st PSC meeting on 7th June, 2016 - RVPNL stated that the procurement 

process for this islanding scheme was underway and the scheme, without 

considering Mahi, was expected to be functional by December, 2016. 

 

32nd  PSC meeting on 30th November, 2016 - RVPNL informed that the 

scheme excluding Mahi HPS would be implemented by June 2017.  
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33rd PSC meeting on 22nd February, 2017 - Status could not be 

confirmed as no representative of RVPNL attended the meeting. 

 

34th PSC meeting on 4th August, 2017 -   RVPNL intimated that relay 

purchase in process and the scheme is to be implemented by 31.01.2018. 

 

35th PSC meeting on 20th June, 2018 – Representative RVPNL intimated 

that scheme has been approved but the purchase process was reverted back. He 

further told that re-tendering for relays is in process. 

 

36th PSC meeting on 19th September, 2018 – Representative of RVPNL 

stated that procurement has been completed and scheme would be 

implemented by Dec, 2018. He told that Mahi HPS has been permanently 

excluded from the scheme. 

 

A.8.3.2. Islanding scheme for Punjab  

 

A meeting was held on 27th November, 2014 at NRPC Secretariat to 

review the islanding schemes for Punjab. In this meeting, it was decided that 

PSTCL would implement the scheme envisaged for Lehra Mohhabat TPS and 

Bhatinda TPS at first instance. Thereafter, based on the experience of such scheme, 

the islanding scheme meant for Ropar TPS would be implemented. PSTCL had 

informed that stability study for the scheme was being carried out by CPRI and 

report of the same would be available by 31.12.2014. Thereafter, procurement 

would start.  

 

29th PSC meeting on 9th February, 2015 - PSTCL had informed that CPRI 

has submitted the dynamic study for islanding scheme for Bhantida TPS and 

PSTCL was under process of implementing the scheme. Procurement process was 

underway and the scheme would get implemented by 30.11.2015. PSTCL was 

requested to share the approved scheme with NRPC Sectt. and NRLDC. PSTCL 

had agreed for the same. 

 

31st PSC meeting on 7th June, 2016 - PSTCL had informed that relays for 

islanding scheme of Bhatinda TPS had already been procured and installation of 

these relays was under process. He further stated that the scheme would be made 

functional by 30.09.2016. 

 

32nd PSC meeting on 30th November, 2016 - PSTCL informed that 

Bhatinda, which is a part of the islanding scheme, would be in operation for a 

limited period during summer. In view of this, the scheme needs revision. Once the 

revised scheme is finalised it would be implemented. PSC advised PSTCL to 

finalise the scheme at the earliest and to share it with all the concerned including 
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NRPC Sectt.    

33rd PSC meeting on 22nd February, 2017 - PSTCL was requested to 

expedite the process and submit the information at the earliest. 

34th PSC meeting on 4th August, 2017 – PSTCL was given approval to 

implement islanding scheme for only GHTP control area citing the plans of PSPCL 

to shut the GNDTP Bathinda plant by the year end. They were further requested to 

complete the same by 30.09.2017 and to submit the details of actual implemented 

schemes to NRLDC Secretariat and NRPC.  

35th PSC meeting on 20th June, 2018- Representative of PSTCL stated that 

consent of PSPCL was received a one week before for the execution of Islanding 

scheme on only GHTP control area. It will be executed by 30.09.2018. 

 

36th PSC meeting on 19th September,2018 - Representative of PSTCL 

stated that data was awaited from the PSPCL. He stated that PSPCL was 

requested to submit the data of the units which would be kept ON during 

peak/non-peak period. They have submitted the data stating that all the units 

would be kept ON but in actual scenario it has been observed that units for 

Lehra-Mohabbat TPS were off during winter and ran up to 50% in paddy 

seasons. He told that scheme would be implemented in a month after 

consultation with PSPCL. 

SE(O) stated that issue of islanding scheme of Haryana was followed 

up since 2012 but no significant progress was observed. He stated that 

following was recorded in the MoM of 32nd PSC held on 30th Nov, 2016: 

“PSC expressed concern about taking such a long time in deciding about the 

islanding scheme and decided to drop the agenda as there was no progress in 

the matter.” 

He asked representative of Haryana to submit current status of Haryana 

islanding scheme. It was also informed that Report of Enquiry committee on 

Grid disturbance on 30th and 31st July, 2012 has stated following in its 

Guidelines for Formation of islands: 

“State load Dispatch Centers/ State Transmission Utilities along with the 

generating stations in their area should explore the possibility of formation of 

various islands.” 

Accordingly, it was necessary for states to have operational islanding 

scheme.Representative of Delhi stated that islanding scheme for Delhi is 

operational but it needs to be modified considering phasing out of BTPS and 

400kV Tughalakabad S/s. He informed that issue has been already taken up 

with OEM and modification is in progress. 

Representative of UPPTCL informed that 3-4 years back islanding 

scheme was prepared for Lucknow and Raebareli with generation of 

Unchahar phase – A generation. It was deliberated that the scheme needs to 

be reviewed considering the modification in network topology. PCE- II 
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advised that a separate meeting needs to be held for deliberating about 

islanding schemes in NR. He suggested that IPPs could also be considered 

while designing islanding scheme.  

A.8.4 Progress of rectification of deficiencies observed/improvements suggested in 

Basic Protection Audit. 

  

The status of rectification of deficiencies observed in Basic Protection Audit 

carried out by POWERGRID & CPRI is to be submitted on monthly basis. 

    The updated status in regard to expected completion time of rectification of 

protection related deficiencies as informed by utilities is enclosed as Annexure-IV. 

 

A.8.5. Third Party Protection Audit by the Protection Experts for intra-state system/ 

balance system not covered in Basic Protection Audit. 

 

 The status of TPPA as updated in the 36th PSC meeting is enclosed as Annex-VIII. 

In the 36th PSC meeting, PSC again stressed over non-rectification of deficiencies by most 

of the utilities. Utilities which have not submitted the action plan were requested to submit 

the same at the earliest. All the utilities were again requested to submit the action plan and 

to ensure expediting the process for rectification of discrepancies found in the audit. 

Annexure-V. 

 

A.8.6. Status of Bus Bar protection 

 

As per the report of Basic Protection Audit carried out by CPRI and POWERGRID 

in 2012, non-availability/non-functionality of Bus Bar Protection at many of the S/S was 

one of the major observations.   
 

19th PSC meeting on 21st November, 2012 - Action plan for rectification of 

deficiencies enumerated in the report was updated by the utilities during the 

meeting. This status has subsequently been revised based on information submitted 

by the utilities from time to time. 

20th PSC meeting on 5th April, 2013 – As per the decision taken in 83rd 

OCC held on 17th January, 2013, it was agreed that each transmission and 

generation utility would nominate two protection experts and thereafter protection 

audit at intra-State sub-stations and generating stations can be carried out by a team 

drawn from these experts. List of nominations was prepared and updated 

subsequently. 

21st PSC meeting on 25th June, 2013 – Bus Bar Protection Status as 

available with NRPC secretariat was discussed in the form of tabled agenda item 

and utilities were requested to update the same with 15 days. 
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22nd PSC meeting on 22nd July, 2013 – Information was not submitted by 

any of the utilities. Members were requested to update the status of Bus Bar 

Protection. 

23rd PSC meeting on 9th September, 2013 – Only DTL, BBMB PSTCL, 

POWERGRID, NHPC and HPSEB Ltd. submitted the status. All other utilities 

were requested to update the status of Bus Bar Protection. 

24th PSC meeting on 17th December, 2013 – Only DTL, BBMB PSTCL, 

POWERGRID, NHPC and HPSEB Ltd. had submitted the status. All other utilities 

were requested to update the status of Bus Bar Protection. 

25th PSC meeting on 12th February, 2014 – Immediate Alternative of Bus 

Bar Protection Scheme - RVPNL stated that in the Sub stations, where Bus Bar 

Protection Scheme was currently not available, time setting of bus coupler 

connected in between main Buses may be reduced to 100 ms (operating time) and 

reverse reach of feeders may be reduced to 2 km and with time of operation as 160 

ms. With above settings, in case of actual Bus fault, bus coupler operation will 

isolate the faulty buses from other main buses and feeders will also trip. This 

operation will reduce the fault duration and the healthy buses will remain intact.  

PSC was of the view that scheme can be used purely as a temporary 

substitute till Bus Bar Protection is not installed. But at the same time, members 

expressed that endeavour should be made to operationalize Bus Bar Protection at 

the earliest. 

28th PSC meeting on 19th December, 2014 – Utilities were requested to 

expedite the implementation of Bus Bar Protection and submit the information. 

31st PSC meeting on 7th June, 2016 – PSC expressed concern of non-

functioning of Bus Bar Protection at many sub-stations in the region. It was decided 

that efforts would be made to expedite implementation of Bus Bar protection and 

submit the information to NRPC Sectt with progressive commissioning of Bus Bar 

protection.  

Attention of members was also drawn towards deliberations in the 25th 

meeting of PSC held in Feb, 2014, wherein it was decided that as an interim 

arrangement an alternative to Bus Bar protection can be implemented. In this 

arrangement time setting of Bus coupler connected in between main Buses may be 

reduced to 100 ms (operating time) and reverse reach of feeders may be reduced to 

2 km and with time of operation as 160 ms. With above settings, in case of actual 

Bus fault, Bus coupler operation will isolate the faulty Buses from other main Buses 

and feeders will also trip. This operation will reduce the fault duration and the 

healthy Buses will remain intact. 



Minutes of 36th Protection Sub-Committee meeting 

32nd PSC meeting on 30th November, 2016 – UPPTCL stated that as agreed 

in 25th PSC meeting held in Feb, 2014, an interim arrangement alternative to Bus 

Bar protection has been implemented in some of their sub-stations. It was also 

informed that as normal operation has been reported, therefore, UP was planning 

to implement the same in other sub-stations. Delhi and Rajasthan also informed the 

similar action. It was felt that other states e.g. Haryana and Punjab may also 

implement the same as an interim measure till the bus -bar protection is installed. 

However, it was again emphasised that this would be a temporary arrangement only 

and must not be considered as an alternative to bus -bar protection. 

33rd PSC meeting on 22nd February, 2017 – PSC advised all the concerned 

utilities to make interim arrangement as decided in 32nd PSC meeting, till the Bus 

bar protection is not installed. 

34th PSC meeting on 4th August, 2017- PSC advised to remove the alternate 

arrangement wherever Bus bar protection has been installed. UP has installed 

alternative schemes in almost all of the substations where Bus bar protection is 

installed. Rajasthan will start procurement after finalizing contract for 

implementation of Bus bar protection.   

35th PSC meeting on 20th June, 2018 - Representative of UPPTCL 

informed that alternated arrangements were removed in all the substations 

wherever a bus bar protection was installed. 

Representative of Rajasthan informed that out of 74 locations where bus 

bar protection was to be installed 56 locations have been completed. He informed 

that installation at other locations is in process. (Annexure - VI) 

 

A.8.7.  CERC order on Petition No. 9/SM/2014 and 10/SM/2015 

 

SE, NRPC stated that CERC in its order dated 14.06.2016 in Petition no. 

9/SM/2014 for investigation of tower collapse and load crash in Northern Region on 

30.5.2014 and Petition no. 10/SM/2014 for investigation of Line Outage due to Tower 

Collapse in Northern Region during April 2015 to June 2015 directed RPC Secretariat to 

examine the cases of delayed clearance of faults on transmission system during last two 

years and to submit an analysis report within six month from the date of issue of the order. 

The status of the delayed clearance of the fault from 01.04.2014 to 01.06.2015 was 

enclosed as Annex-VI of the agenda of 32nd PSC meeting. In the agenda following action 

was proposed: 

 

• Utilities which had not submitted the detailed report along with the remedial measures 

taken/being taken were requested to submit the same. 

• Utilities whosoever had submitted the report along with the measures to avoid the 

recurrences of these types of tripping were requested to submit the status of action 

suggested in report. 
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In the 32nd PSC meeting, members were requested to submit the reason for delayed 

clearance of faults and action taken to avoid recurrence, by 15th Dec, 2016 to NRPC Sectt. 

 

Again in the 33rd PSC expressed concern over non-submission of data. Utilities 

were requested to furnish the information by 07.03.2017, so that the report may be 

submitted to CERC. 

 

Subsequently, vide letter dated 10.07.2017, members of PSC were asked to 

submit the action taken on the recommendation of the discussions held in last 04 PSC 

meetings (30th, 31st, 32nd, 33rd) by 25.07.2017).  

 

The issue was again flagged in 34th PSC meeting in which all the members agreed 

to submit the details as required.  The status of details received is as given below: 

 

Description Information submitted by 

Details regarding Event List as mentioned at 

Annex-VI to 34th PSC Minutes (Reasons /Action 

taken for Delayed Clearance of faults) 

UPPTCL(Central and East North 

Zone), NJHPS, POWERGRID, 

NHPC, DTL, RRVPNL 

Action taken status on the recommendation of the 

discussions held in last 04 PSC meetings (30th, 

31st, 32nd, 33rd ) 

BBMB, NHPC, POWERGRID 

(NR-2) and NAPS 

 

36th PSC meeting on 19th September,2018 - Members were informed that list 

of events of delayed clearance of faults from 01.04.2014 to 01.06.2015 was already 

circulated but data has not been submitted by utilities. Utilities were requested to 

furnish the information as mentioned above at the earliest as the details need to be 

submitted to CERC.  

 

A.8.8. Submission of information in compliance to Hon’ble CERC Standards of 

Performance of inter-state transmission licensees Regulations, 2012: 

 

In 32nd PSC meeting it was intimated that the Hon’ble CERC SOPR-2012 

regulation mandates inter-State Transmission Licensees to furnish the protection system 

reliability indices on monthly basis as attached at Annexure-I of the additional agenda of 

32nd PSC. It had been observed that presently no such information was being received from 

the ISTS licensees.  

 

It was requested that ISTS licensees submit such information on monthly basis to 

NRLDC.  

 

Utilities were requested to share the DR/EL of the single element tripping and 

details of the tripping in desired format attached as Annexure-2 of the additional agenda of 

32nd PSC. 

 

  36th PSC meeting on 19th September,2018 - SE(O) informed that as per CERC 
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Standards of Performance of inter-state transmission licensees Regulations, 2012 data 

needs to be furnished the protection system reliability indices on monthly basis. He 

requested that ISTS licensees submit such information on monthly basis to 

NRLDC/NRPC.  

 

A.8.9 Creation of Protection Analysis Sub-Group (PSAG): 

  
SE, NRPC informed that in 31st PSC meeting it was deliberated that owing to the 

large number of grid events in the region and the intervening period between two 

successive PSC meetings, a detailed discussion of such large events during the limited time 

frame of the meeting becomes difficult. Further, it has been observed that several events in 

the grid require immediate analysis and rectification of defects. 

 

He added that considering the above, it was proposed that a Protection Analysis 

Sub-Group (PSAG) would be formed to discuss and analyse major grid events, which 

require immediate attention. The subgroup would suggest specific corrective actions 

required by respective entity. The entities would submit the status of compliance of these 

recommendations in a stipulated time frame. 

 

SE, NRPC further informed that PSC had decided to constitute a Protection 

Analysis Sub-Group with members from NRPC Secretariat, NRLDC and POWERGRID 

as permanent members. Further, all other utilities of Northern Region would provide one 

nomination each. The nominee from the utilities would be called when the tripping related 

to that utility is to be discussed. The group shall conduct its business on monthly basis and 

submit its report to PSC. In 32nd PSC meeting, members of the group were decided.  

 

In 35th PSC held on 20th June,2018: Representative of NRLDC emphasized that 

remedial actions as recommended by PSAG and PSC should be compiled in tabular form 

with the time frame by utility and submitted to NRPC/NRLDC. He also stated that PSAG 

group is to be expanded with more than one nomination from the utilities which might be 

sent for the physical audit in case of important multiple element tripping. MS, NRPC stated 

that expanding the group shall also help in manpower development as it is a learning 

exercise for Protection Engineers. Members were requested to send the additional 

nominations for the PSAG group. 

 

36th PSC meeting on 19th September,2018 - SE(O) stated that owing to the large 

number of grid events in the region and the intervening period between two successive 

PSC meetings, PSAG group was formulated. It does not have any specific periodicity 

and meeting might be called as in when required.  It was also envisaged that PSAG 

members would go for physical audit of the station as per recommendation of 

PSC/PSAG meetings. The group also has importance in case of deliberating event 

from protection point of view on urgent basis. Members were requested to send the 

additional nominations for the group. (Enclosed as Annexure-VII) 
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A.8.10 General Recommendations/Best Practices in PSC meeting 

 

In the 32nd PSC meeting it was deliberated that there is a need to keep the 

compilation of the general recommendations of the Protection Sub- Committee for 

reference. The compiled list of recommendations of PSC was circulated with the agenda 

of 33rd PSC meeting and also enclosed as Annexure – XII of 35th PSC agenda. 

Members were requested to adhere to these general recommendations and follow 

the best practices as suggested by PSC. Members were also requested to forward best 

practices in their utility or any other utility which can be adopted to include in this 

compilation. 

 

35th PSC meeting on 20th June, 2018 - It was informed that list of general 

recommendations was formed considering best practices as suggested by PSC but it has 

been observed that these practices were not being implemented. All the utilities were 

requested update the status regarding actions taken to adhere these general 

recommendations. 

 

36th PSC meeting on 19th September,2018- Representative of NRLDC stated 

that during the deliberations in PSC meetings if any recommendation was recurring, 

then it was considered as general recommendation by PSC to be adhered by utilities. 

It has been observed that these recommendations were not followed by utilities and 

tripping due to same reason have been noticed. He insisted that utilities should adhere 

with these recommendations. Utilities were also requested to share any frequent cause 

of tripping, maloperation observed due to particular setting or any input beneficial 

for other utilities so that these recommendations could be expanded.  
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PART-B:  NRLDC  

B.1 Tripping Events 

 

The complete summary of the events along with the information reported, action taken by 

entities is attached at Annexure-VIII.  

The recommendations of PSC are as follows: 

A. Multiple Element tripping at 765/400kV Anta (Raj) at 14:40hrs of 02nd May 2018 

 

1. Default Programmable Scheme Logic (PSL) configuration of Alstom make (P-741 

relay) bus bar protection have common issue of assigning of tripping to master trip 

relay and it would further trip main and tie CB of connected elements. This default 

PSL needs to be modified for tripping of main CB only in case of operation of bus 

bar protection.  (Action: General Recommendation) 

2. DR recording time would be increased to 2500ms (-500 ms to +2000ms) (Action: 

General Recommendation) 

3. Rajasthan shall also check the SPS operation of Chhabra/ Kawai/ Kalisindh 

complex and share the report. (Action: Rajasthan, APL; Time: Within 15days) 

4. Separate meeting to be called for catering the issue of non-operation of 

Chhabra/Kawai/Kalisindh SPS and changes in logic of SPS. (Action: NRPC. 

Utility involved: Rajasthan, APL, NRPC and NRLDC) 

5. Time synchronization of DR (Anta-Raj) needs to be checked and rectified, as it is 

not matching with the bus bar trip (DR) and PMU based timings. (Action: 

Rajasthan, Time: Within 7days) 

 

B. Multiple element tripping at 400/220kV Ajmer (Raj) at 16:55hrs of 24th May 2018 

and 17:55hrs of 06th Jun 2018 

 

1. DR and Event Log of all the numerical relays needs to be checked within 15days 

for time synch and shall be time synch every time. (Action: General 

Recommendation) 

2. Rajasthan shall submit the phase sequence of both end of all the POWERGRID 

connected station. 

3. Separate meeting to be called for issue related to phase sequence at Rajasthan. 

(Action: NRPC. Utility involved: Rajasthan, POWERGRID, NRPC and 

NRLDC) 

4. For the incident of 24th May 2018, all the remedial measures already taken by 

Rajasthan. 

5. A detailed report covering the following points along with remaining DR, station 

EL shall be submitted: (Action: Rajasthan; Time: Within 7days) 

• For 06th Jun 2018:  

i. In case of operation of distance protection, as Z-1 initiated in flag 

details, breaker should have operated and cleared the fault. 

https://electricalbaba.com/programmable-scheme-logic-psl-in-numerical-relays/
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ii. In case of operation of LBB protection, delayed operation of LBB 

protection (fault duration more than 1000ms), same has been 

checked through station EL details? 

iii. Exact location of fault to be reported. 

iv. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; 

relevant alarms and any other relevant detail to be shared. 

v. Detailed report and supporting DR/EL needs to be submitted 

vi. Operation of 220 kV bus bar protection/ LBB operation at 

400/220kV Ajmer (Raj) to be reviewed and corrected for delayed 

operation of bus bar/LBB operation. 

vii. Reason of three phase opening and reclosing of 220 kV Ajmer 

(400kV)-Ajmer ckt needs to be checked and corrected. 

viii. Time synchronization of DR to be checked and corrected 

 

 

 

 

C. Multiple element tripping at Uri-II HEP at 13:55hrs of 26th May 2018 

 

1. Alstom make Micom relay of 400 kV Uri-II (end)-Wagoora ckt to be checked and 

corrected. (Action: NHPC, Time: Within 15days) 

2. Mapping of manual selector switch operation for A/R in numerical relay DR and 

station event logger to be done. (Action: NHPC, Time: Till November-2018) 

3. GPS at Uri-II HEP shall be corrected for time synch. (Action: NHPC, Time: Till 

November-2018) 

4. Reason of tripping of all running units at Uri-II HEP needs to be checked and 

corrected (Action: NHPC, Time: Within 15days) 

5. Reason for closing of Y&B phases at Uri-I (after 100ms of opening of all three 

phase) without any indication to be checked and corrected. (Action: NHPC, Time: 

Within 15days) 

6. Detailed report considering the aforesaid points shall be submitted. (Action: 

NHPC, Time: Within 15days) 

 

 

D. Complete outage of 400kV Paricha TPS(UP) at 21:56hrs of 27th May 2018 

 

1. No representative from UPRVUNL presented during the meeting, It was informed 

to STU/SLDC-UP to collect the information (DR/EL, detailed report) and submit 

the details considering the points for discussion mentioned below: (Action: 

UPPTCL/ SLDC-UP, Time: Within 15days) 

a. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 
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b. Availability and healthiness of bus bar protection at Paricha TPS at the time 

of tripping to be shared. 

c. Reason for delayed clearance of around a second fault to be shared. 

d. In view of all tripped elements not captured in SCADA SoE data, digital 

SCADA data reporting from Paricha TPS to be checked, rectified and 

ensured in future 

 

E. Multiple Element tripping at 400/132kV Anpara-ATPS and 400/220 kV Obra-B TPS at 

22:25hrs of 28th May 2018 

 

A detailed report covering the following points along with remaining DR, station 

EL shall be submitted: (Action: UPPTCL/ SLDC-UP; Time: Within 15days) 

 

1. Exact sequence of events in view of cause of event; protection operation/non-

operation; opening, closing of breaker, isolator; relevant alarms and any other 

relevant detail to be shared. 

2. Availability and healthiness of bus bar protection at Obra-B TPS at the time of 

tripping to be shared. 

3. Is Pole discrepancy protection operated at 400 kV Obra-B TPS of 400kV Obra 

B TPS-Anpara TPS ckt? 

4. Reason for delayed clearance of fault to be shared. 

5. Reason of delayed bus bar protection operation at Anpara A TPS? (2.3second 

after fault occurrence time) 

6. There is a significant difference between tripping of elements at 400kV Obra B 

TPS and Anpara TPS. Exact sequence of event needs to be checked and 

reported. 

7. Reason of tripping of units at Obra-B TPS? What protection operated for Obra-

B TPS units? 

8. Reason of station transformer and 220/132kV ICT tripping at Obra-A TPS? 

9. Reason of immediate tripping of Rewa Road-Obra B TPS from Rewa Road 

end? 

10. Reason delayed tripping of 400 kV Obra B TPS-Panki from Obra B end? 

11. Such delayed clearance of fault near generating complex may have resulted into 

major catastrophe in the grid and it shall be prevented for reliable and secure 

grid operation. 

12. Points raised in 148th OCC Meeting: 

a. Operational issue at Obra-B TPS. If Y&B-phase breaker stucked than 

that bus should vacate by opening of all the connected line from remote 

end. 

b. Communication issue between Anpara-A TPS and Obra-B TPS 

c. Operational issue as before opening of line side isolator and closing of 

earth switch O&M staff should check the line voltage in Y&B-phase. 

d. Origin of fault. 

e. Reason of fire in Obra-B TPS switchyard. 

f. Reason of breaker stuck at Obra-B TPS and remedial measures 
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13. DR/EL and detailed report considering remedial measures is still awaited from 

UPPTCL. 

 

 

F. Complete outage of Tehri-Koteshwar HEP complex at 19:15hrs of 29th May 2018 

 

1. Distance Z-1 setting, A/R setting of 400 kV Koteshwar (THDC) end of 400 kV 

Koteshwar (THDC)-Koteshwar (PG) ckt-1 shall be checked and corrected. 

(Action: THDC, Time: Within 7days) 

2. DTT (direct trip transfer) to remote end should not sent in case of operation PD 

(Pole Discrepancy). Koteshwar (THDC) end setting needs to be checked and 

corrected. (Action: THDC, Time: Within 7days) 

3. POWERGRID shall check and report the reason of single phase A/R of 400 kV 

Koteshwar (PG)-Meerut ckt-2 from Koteshwar (PG) end after 500ms of fault 

occurrence. (Action: POWERGRID, Time: Within 7days) 

4. POWERGRID shall also inform about the reason of over voltage in R-phase at 

Koteshwar (PG) bus during fault in the system. Is it related to GIS station and its 

phenomena? (Action: POWERGRID, Time: Within 7days) 

5. 51NGT stage-1, 2 settings of GT (Generator Transformer) of the units at Tehri HEP 

having time delay of 1.2sec (stage-1 for tripping of bus coupler) & 1.6sec (stage-2 

for tripping of units) needs to be relooked in view of protection co-ordination with 

adjacent 400 kV line. It should be tripped after tripping of Z-3 of 400 kV Tehri 

(THDC)-Koteshwar ckt Z-3. Reset ratio of 51 NGT also needs to be reported and 

improved if possible. (Action: THDC, Time: Within 15days) 

6. In view of all tripped elements not captured in SCADA SoE data, digital SCADA 

data reporting from Koteshwar HEP to be checked, rectified and ensured in future. 

(Action: THDC, Time: Within 7days) 

7. POWERGRID shall operationalize the DR recorder at Tehri HEP and also provide 

the necessary software to extract the DR details from the relay panel. (Action: 

THDC, POWERGRID;  Time: Within 15days) 

8. Report and remedial measures report to be submitted considering the aforesaid 

point.  (Action: THDC, POWERGRID; Time: Within 15days) 

 

 

 

 

G. Multiple Element tripping at 220kV Sarna (Punjab) on 01st Jun 2018 at 15:50hrs 

 

1. ABB make Centralized Bus Bar Protection at 220 kV Sarna (Punjab) to be 

corrected. (Action: Punjab; Time: by 31.12.2018) 

2. POWERGRID shall correct the reverse zone (Z-4) setting from 500ms to 100ms 

till the implementation of health bus bar protection at 220 kV Sarna. (Action: 

POWERGRID; Time: Within 7days) 

 

 

H. Complete outage of 400kV Rosa TPS(UP) at 23:58hrs of 01st June 2018 
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1. No representative from UPRVUNL presented during the meeting, It was informed 

to SLDC-UP to collect the information (DR/EL, detailed report) and submit the 

details considering the points for discussion mentioned below (Action: UPPTCL/ 

SLDC-UP, Time: Within 15days): 

a. At 22:58hrs, 400kV Rosa-Shajahanpur-2 tripped on Z-1, fault cleared 

timely as seen from PMU. However, 400/220kV ICT-1 also tripped on 

differential protection. Reason for tripping of ICT, setting of differential 

protection, coordination between ICT protection and line protection to be 

looked into and shared. 

b. Reason for tripping of Unit #3 at Rosa on V/f protection, setting of V/f 

protection to be looked into and shared. 

c. Reason for fluctuation in V, Q of three running units, relevant plots showing 

such variation to be looked into and shared. 

d. At 23:55hrs, reason for delayed clearance of fault to be looked into and 

shared. 

e. At 23:55hrs, sequence of event of tripping of elements around Rosa area to 

be ascertained and shared 

f. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

 

 

I. Multiple Element tripping at 400kV Singrauli (NTPC) & Anpara (UP) Station at 

15:24hrs of 02nd Jun 2018  

 

1. In view of the lack of information and clarity about the events and no representative 

from UPRVUNL attended the meeting, the event would be included again for 

discussion in the next PSC meeting. 

2. A detailed report covering the following points along with DR, station EL shall be 

submitted: (Action: NTPC; Time: Within 7days) 

a. Bus configuration in antecedent condition at 400 kV Singrauli TPS needs 

to be looked into 

b. As per SCADA SoE, reason of opening of bus sectionaliser of Bus-2A and 

Bus-2B needs to be looked into (as bus bar operation at 400 kV Bus-1 

operated). 

c. Exact reason of operation of bus bar protection at 400 kV Singrauli TPS as 

pickup setting cater the outage of one of the CT of fully loaded ckt from 

400 kV Singrauli TPS. 

d. Sensitive bus bar protection setting needs to be reviewed. 

 

3. A detailed report covering the following points along with DR, station EL shall be 

submitted: (Action: UPRVUNL/UPPTCL/SLDC-UP; Time: Within 7days) 

a. Bus configuration in antecedent condition at 400 kV Anpara TPS needs to 

be looked into. 

b. Reason of multiple element tripping at 400kV Anpara TPS. 
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c. Reason of tripping of unit-2 & 4 at Anpara TPS still awaited. 

d. Protection co-ordination of unit protection with line distance protection 

needs to be looked into at 400 kV Anpara TPS. 

e. At 15:26 hrs, from SOE it can be gathered that 400 kV Anpara-Sarnath ckt-

I successfully reclosed from Anpara end after 1000ms. Details needs to be 

looked into 

 

4. A detailed report covering the following points along with DR, station EL shall be 

submitted: (Action: POWERGRID-NR3; Time: Within 7days) 

a. Why all three phase main CB opened at Allahabad (PG) end of 400 kV 

Allahabad-Singrauli ckt-1 in antecedent condition? 

b. Sensitive over current setting of HVDC Vindhyachal BtB to be checked, 

corrected and shared. 

 

 

 

 

J. Multiple Element tripping at 400kV Singrauli (NTPC) Station at 15:05hrs of 10nd 

Jun 2018 

 

1. A detailed report covering the following points along with DR, station EL shall be 

submitted: (Action: NTPC; Time: Within 7days) 

a. Auxiliary supply arrangement and its single line diagram for 400/132 kV 

Singrauli stage-1 & 2 units to be shared. 

b. Unit-1 tripped after some time and unit- 6  & 7 tripped immediately during 

fault at 132 kV bus of Singrauli TPS. It needs to be relooked. Reason of the 

same needs to be updated. 

c. Unit tripping not captured in SCADA SoE. Availability of digital data needs 

to be looked into. 

2. Reason of three phase tripping of 400 kV Anpara (UP)-Singrauli ckt from Anpara 

(UP) end needs to be checked and corrected. (Action: UPPTCL; Time: Within 

7days) 

 

K. Complete outage of 400kV Merta(RRVPNL) at 16:22hrs of 19th June 2018 

 

1. Reason of non-operation of 400 kV bus bar differential protection at 400 kV Merta 

(Raj) shall be checked and corrected. Detailed report of the same to be submitted 

to NRPC/ NRLDC. (Action: Rajasthan; Time: Within 7days) 

2. Rajasthan would check the pickup setting of bus bar differential protection and also 

check the fault current inward to the bus. (Action: Rajasthan; Time: Within 7days) 

 

 

L. Multiple Element tripping at 400 kV Agra (UP) at 15:13hrs of 21st Jun 2018 

 

1. Recommendation of 13th protection sub-committee meeting’ held on 28th January 

2011 again reiterated as “whenever any protection system such as Bus Bar 
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protection, LBB protection, Auto reclose etc. at generating station or grid substation 

is required to be taken out of service for any maintenance work, an operational code 

shall be taken from SLDC/NRLDC”. (General Recommendation; Action: All NR 

utilities) 

2. As advised in 34th PSC meeting for all NR constituents, at a substation: 

a. Bus tied operation alarm shall be brought in front panel so that the shift 

operator could easily monitor the same. 

b. Line/Bus isolator auxiliary contacts status input to bus bar protection/ stub 

protection operation needs to be checked after every isolator operation 

General recommendation is not being followed by NR utilities. Multiple times 

complete outage of 400 kV and 220 kV station observed in Northern Region station. 

All the general recommendation should be followed strictly. 

 

3. As reported by UPPTCL, 400 kV Numerical bus bar protection at Agra (UP) would 

be installed and in service by Nov-2018. 

4. A detailed report covering the following points along with remaining DR, station 

EL shall be submitted: (Action: UP; Time: Within 7days) 

a. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

b. Is bus tied operation at 400 kV Agra (UP) is the reason of complete station 

outage? 

c. DC earth fault at 400 kV Agra (UP) needs to be rechecked and confirmed. 

d. As per PMU, Rise in 3-pase voltage occurred at 15:13:58.640hrs whereas 

tripping of relevant elements in SCADA SoE occurred at 15:13:33.405hrs 

and 15:13:57.874hrs. Time synchronization of digital SCADA status at 

400kV Agra (UP) to be checked and corrected. 

e. Healthiness of 400 kV bus bar protection to be ensured. 

f. Reason of operation of bus bar protection for both 400 kV buses at Agra 

(UP). Similar incident of operation of both bus bar protection at 400 kV 

Agra (UP) on 04th Mar 2018 was also discussed during 35th PSC meeting. 

But remedial measures yet to be taken.   

g. Point to be reported for 04th Mar 2018 incident (details are still awaited 

from UP): 

i. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; 

relevant alarms and any other relevant detail to be shared. 

ii. Lightening Mast design in 400 kV Agra (UP) also needs to be 

looked into as both bus fault occurred due to lightening in the 

switchyard. 

iii. As per SCADA SoE: 

1. Reason for tripping of 400kV Agra-Unnao ckt from Unnao 

end in ~140ms of fault to be looked into and shared. 

2. Reason for opening of 400kV Agra(UP)-Agra(PG) ckt from 

Agra(PG) end (tie CB during fault and main CB after ~1sec 

of fault) to be looked into and shared. 



Minutes of 36th Protection Sub-Committee meeting 

iv. As per UP report, ICT-3 didn’t trip. However, fault cleared in 

~320ms.  How the fault get cleared if ICT-3 didn’t trip. 

v. As per UP report, bus bar protection of bus-2 operated and LBB of 

Fatehabad-1 ckt (connected to bus-2) also operated after operation 

of Z-4 relay (250ms time setting).  

 

 

M. Multiple Element tripping at 400/220kV Sultanpur (UP) at 20:45hrs of 08th July 

2018 

 

1. Human error needs to be prevented and proper maintenance practices needs to be 

followed. (Action: General Recommendation) 

2. Mal-operation of line reactor protection at 400 kV Sultanpur (UP) end of 400 kV 

Sultanpur-Obra ckt to be checked and corrected. (Action: UP, Time: Within 7days) 

3. Protection co-ordination of 400/220 kV ICT and Zone-3 protection of remote end 

of Sultanpur (UP) to be checked and corrected. (Action: UP, Time: Within 7days) 

4. Remedial measures report to be submitted considering the aforesaid points. 

(Action: UP, Time: Within 15days) 

 

 

N. Multiple Element tripping at 400kV Rajpura (Punjab) on 23rd July 2018 at 

03:15hrs: 

 

1. DR recording time needs to be extended for better analysis of event. It should be -

500ms (pre fault) and +2500ms (post fault) for covering the tripping on PD (Pole 

Discrepancy) (Action: General Recommendation) 

2. Punjab STU/ SLDC would separately organise the meeting with Rajpura TPS and 

find out the exact reason of tripping of Rajpura units and remedial measures. In 

earlier incident of line fault, tripping of generating unit reported. (Action: Punjab; 

Time: Within 7days) 

3. A detailed report covering the following points along with remaining DR, station 

EL shall be submitted: (Action: Punjab; Time: Within 7days) 

a. Reason of tripping of Rajpura units and remedial measures taken along with 

time frame. 

b. Reason for initiation of LBB protection in few of the Tie bays at Rajpura 

(Punjab). 

c. It seems from SCADA SoE and BCU Event Log data that CB of 415 and 

417 bay opened after 350ms and 680ms of fault occurrence. However, fault 

got cleared within 100ms. Time synchronization of DR of 415 and 417 bay 

to be checked and corrected. 

 

 

O. Multiple element tripping at 400/220 kV Panki (UP) at 02:38hrs of 26th July 2018: 

 

1. Disturbance recorder shall be made functional at 400 kV Panki (UP).  (Action: UP; 

Time: Within 30days) 
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2. DC earthing issue of all 400 kV station shall be attended or priority as it resulted 

into mal-operation of protection and multiple element tripping (Action: General 

Recommendation) 

 

 

P. Multiple element tripping at 400/220 kV Suratgarh STPS (Raj) at 12:08hrs of 01st 

Aug 2018: 

 

1. In view of the lack of information and clarity about the events and no representative 

from RRVUNL attended the meeting, the event would be included again for 

discussion in the next PSC meeting. 

2. A detailed report covering the following points shall be submitted: (Action: 

Rajasthan; Time: Within 7days) 

a. Reason of non-availability of UAT (unit auxiliary transformer) needs to be 

looked into. 

b. Setting correction in back up earth fault protection of 400/220 kV ICT-1 & 

2 needs to be shared along with time delay setting. 

c. Time synchronization & status of SCADA SoE needs to be checked and 

corrected. 

d. Phase Sequence error at 220 kV Suratgarh TPS needs to be checked as fault 

was in Yellow-phase (as per PMU data) but in Rajasthan report it was 

reported as Blue-phase to earth fault? 

e. DR/EL should be available for event analysis, numerical protection to be 

implemented at 220 kV Suratgarh TPS (Bus Bar and ICT protection). 

 

Q. Multiple element tripping and SPS operation at Jhakri/Rampur/Karcham 

complex at 04:02hrs of 29th Aug 2018  

 

1. A/R issue of 400 kV Nalagarh-Rampur ckt-2 shall be discussed and resolved. 

Kindly check the necessity of PoW (Point on Wave) device, discuss with OeM and 

if it is not required than kindly bypass it (Action: SJVNL; Time: Within 15 days) 

2. Parallel input of the R, Y & B-phase breaker instead of series input to the SPS logic 

at 400 kV Rampur HEP shall be corrected. (Action: SJVNL; Time: Within 15 

days). Same issue shall also be checked at 400 kV Jhakri and Karcham HEP. 

(Action: SJVNL, Himachal Pradesh (JSW); Time: Within 15 days) 

3. SJVNL shall share the following SPS details: 

a. Logic calculation time. 

b. Time in which tripping command sent to units after meeting the condition 

for SPS. 

c. Logic for various SPS conditions checking. 

 

4. Time synchronization of SCADA SoE shall be checked and corrected. (Action:   

SJVNL; Time: Within 7 days) 
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B.2 Oscillation and SPS related Agenda points 

 

A. Observance of Oscillations in the grid on 08th Aug 2018 due to tripping of one 

of the evacuation line from 400kV Tehri-Koteshwar complex (N-1 contingency 

of line outage: 

 

Tehri HEP is the major hydro generating station with 1000MW (4*250MW) capacity 

and in its downtail Koteshwar (THDC) HEP with capacity of 400MW (4* 100MW). 

The main evacuation line from the Tehri-Koteshwar HEP complex is 176 kM long 400 

kV Koteshwar Pool to Meerut D/C line with 50% series compensation of each circuit 

at Meerut end. Connectivity Diagram is as below: 

 

 
 

The antecedent generation of 1000 MW from Tehri HEP and 360 MW from Koteshwar 

HEP was being evacuated through on 400 kV Koteshwar Pool -Meerut ckt-1 & 2. 

 

Fixed Series Compensation (FSC) of 400 kV Koteshwar Pool- Meerut- ckt-2 is out of 

service since 16th July 2015 except for brief period during July 2017 (01-13 Jul 2017). 

FSC of 400kV Koteshwar Pool -Meerut ckt-1 also went under outage on 1st Aug 2018. 

Thus at the incident time both the FSCs were out of service. SCADA plot of power 

flow of 400 kV Koteshwar Pool-Meerut ckt-1 & 2 is as below: 
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At 01:36hrs, 400 kV Koteshwar Pool –Meerut ckt-2 tripped on Y-N fault after 

unsuccessful auto reclosing. Line tripped on permanent nature of fault after auto 

reclosing of the line. After tripping of 400 kV Meerut-Koteshwar Pool ckt-2, power 

flow on ckt-1 reached more than 1200MW. 

 

The outage of 400 kV Tehri-Koteshwar (Pool) ckt-2 caused severe oscillations of 

growing nature in the grid. The voltage & Frequency of Meerut PMU is given below: 
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The oscillations seems to damp only after tripping of one unit at Tehri HEP after 21 

second on some protection. 

The modal analysis carried out on few of the frequency signal from PMUs of Northern 

Region stations indicate negative damping for dominant mode of 0.675Hz. 
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Although SPS was implemented at Koteshwar (Pool) with following logic: 

“If any one of the 400 kV Koteshwar-Meerut circuit trips and sum of antecedent power 

flow on both the circuit is more than 1200MW, one unit of 250 MW of Tehri HPS should 

be tripped instantaneously”  

 

However, during this event this SPS did not operate despite conditions for operation of 

SPS being prevalent. 

 

In 141th OCC meeting, after incident of 09th Nov 2017 in which widespread oscillation 

observed for 50 second, it was decided to change the setting of 1200MW to 1100MW 

in SPS logic of Tehri Koteshwar complex. 

 

Oscillations were very severe and can have impact on safety and security of grid as 

well as that of units.  

 

This Agenda point was again discussed in 151st OCC meeting, in which oscillation 

details were shown and discussed. Following points were discussed during the meeting: 

• At Tehri HEP, the setting of unit #1 dead fault to be checked. Further, the 

sensitivity of Unit #1 as compared to other units also needs to be checked: 

THDC informed that AVR setting of unit-1 would checked in Nov-2018 and 

report would be submitted. 

• Full SPS including the functional logic needs to be checked at Koteshwar (PG)/ 

Tehri HEP: POWERGRID shall kindly update 

• In SPS logic, tripping of two units at Tehri HEP could also be thought of: 

Tripping of one unit at Tehri and one unit at Koteshwar HEP was approved. 

THDC shall kindly implement the tripping signal at Koteshwar HEP in co-

ordination with POWERGRID. 

• In view of several fault incidents in recent past, strengthening of 400kV Tehri-

Koteshwar-Meerut transmission lines to be looked into: Line maintenance 

needs to be checked and reported by POWERGRID. 

• Setting of df/dt relay operated in Punjab to be checked and shared: Punjab 

informed that df/dt setting checked at S/S and all the setting are as per NRPC 

recommended setting. 

• Any UFR, df/dt relay operation in any other state to be checked and confirmed: 

Details are awaited from the other utilities. Other state utilities kindly inform 

about operation/ non-operation of df/dt relay in its control area. 

• Long outage of FSC of 400 kV Meerut-Koteshwar ckt-2 to be looked into and 

revival of FSC shall be expedited: POWERGRID shall inform. 

• AVR/ PSS tuning needs to be looked into for better tuning at Tehri and 

Koteshwar HEP: Last PSS tuning was conducted in Dec. 2015 and to comply 

the guidelines issued in 34th NRPC and 30th TCC, the process for engaging 

M/s BHEL expert for PSS Tuning/Step response test of Excitation Systems (4 

X 250MW) of Tehri HPP has already been initiated and the work shall be 

completed tentatively by Nov’18. 
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• Reason of outage of FSC of 400 kV Meerut-Koteshwar ckt-1 (01 Aug to 08 

Aug 2018) without informing to NRLDC, to be informed and such future cases 

to be avoided: POWERGRID shall inform. 

• Auto reclosure issue of tie CB of 400 kV Meerut (end)-Koteshwar Pool ckt-2 

to be checked and corrected: POWERGRID shall inform. 

 

POWERGRID informed that SPS testing would be done in the month of Oct 2018 

and healthiness of SPS protection would be ensured. 

 

NRPC requested POWERGRID/ THDC to kindly also implement the tripping of one 

unit of Koteshwar (THDC) in the existing SPS at the earliest possible.  

 

 

 

B. Oscillations observed in the grid on 25th & 29th July 2018 due to tripping of 

one of the evacuation line from 220 kV Dhauliganga HEP : 

 

220 kV Dhauliganga station is connected with 220 kV Bareilly (UP) through two twin 

moose (400 kV charged at 220 kV) D/C line, in which one circuit has LILOed at 220 

kV Pithoragarh (PG) (59km from Dhauliganga). 

 

In last three months, three incident of growing nature of oscillations have been 

observed in the grid. Consolidated summary of these incident of growing nature of 

oscillation is tabulated below: 

 

 Particulars  Event at 18:07hrs of 18.04.2018 

Event  at 

14:49 hrs of 

25.07.2018 

Event  at 16:56 

hrs of 

29.07.2018 

Antecedent 

Generation at 

Dhauliganga HEP 

280MW 285MW 285MW 

Event Brief 

At Dhauliganga HEP, testing was 

underway from 17:00hrs of 18-

Apr-18 to address the issue of 

oscillation observed at 

Dhauliganga HEP in the past. 

During this, as reported, full 

generation (280MW) at 

Dhauliganga was made to evacuate 

through one 220kV Pithoragarh 

ckt only. The testing also included 

different scenarios of PSS ON and 

Tripping of 

220 kV 

Dhauliganga-

Pithoragarh 

ckt on B-N 

fault resulted 

into 285MW 

loading on 

Bareilly ckt. It 

further 

initiated the 

Tripping of 220 

kV 

Dhauliganga-

Pithoragarh ckt 

on R-N fault 

resulted into 

285MW loading 

on Bareilly ckt. 

It further 

initiated the 

growing nature 
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OFF on different number of units 

(two units PSS ON and two units 

PSS off). Initiation of oscillations 

in the grid and resulted in tripping 

of unit number-1 at Dhauliganga. 

Immediate backing down (10MW 

from 70MW) was done at other 

units which resulted in damping of 

oscillations 

growing 

nature of 

oscillation in 

the system  

of oscillation in 

the system  

Faulted phase and 

duration 
No fault, testing was underway 

B-N fault & 

100ms 

R-N fault & 

100ms 

Dominant mode of 

oscillation (in Hz) 
0.8Hz 0.8Hz 0.87Hz 

Damping Negative Negative Negative 

Duration of 

Oscillation 
2 minutes 24 second 13 second 

Generation Loss (in 

MW) 
70 285 285 

Oscillation 

continued till 

Tripping of one unit and manual 

generation backing down (how 

much MW)  

Tripping of 

remaining 

circuit (220 

kV 

Dhauliganga-

Bareilly (UP)) 

in Z-1 and all 

the running 

units of 

Dhauliganga 

HEP 

Tripping of 

remaining 

circuit (220 kV 

Dhauliganga-

Bareilly (UP)) 

on out of step 

(OOS) 

protection and 

all the running 

units of 

Dhauliganga 

HEP 

 

The impact of oscillation was widespread in the grid and oscillation also observed on 

Inter Regional lines from NR. PMU plot of frequency and voltage during oscillation is 

given below: 
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PMU plot of frequencies at different stations showing oscillation (18th Apr 2018) 

 

 

Power Spectral Density showing dominant mode of oscillation (18th Apr 2018) 
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PMU plot of frequencies at different stations showing oscillation (25th July 2018) 

 

 

PMU plot of Voltages at different stations showing oscillation and B-N fault (25th 

July 2018) 
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PMU plot of frequencies at different stations showing oscillation (29th July 2018) 

 

 

PMU plot of Voltages at different stations showing oscillation and R-N fault (29th 

July 2018) 
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This Agenda point was already discussed in 150th OCC meeting, in which oscillation 

details were shown and discussed. Following points were suggested to NHPC: 

• Proper tuning/ retuning of PSS/AVR of the units at 220 kV Dhauliganga 

HEP 

• SPS (System Protection scheme). With the following logic shall be 

implemented at 220 kV Dhauliganga HEP.  

o Probable logic of SPS could be: Trip two units at Dhauliganga HEP 

in case of tripping of one of the 220 kV outgoing lines from 

Dhauliganga HEP or power flow on any of the outgoing line become 

zero 

 

Decision in 150th OCC meeting: 

• NHPC representative stated that SPS logic has been prepared on the basis 

of power flow on lines and would be shared and approved in upcoming 

OCC/PSC meeting. 

• NRLDC representative requested that PSS tuning shall be extensively 

carried out and report to be shared. Further, the dynamic machine 

parameters are important to assess the dynamic behaviour of the system and 

shall be shared by NHPC and other constituents as well. 

• OCC requested constituents to provide the respective details. 

 

 

Punjab representative informed that measurement cycle of UFR and rate of change 

of frequency (df/dt) in Punjab is in between 5-8 cycle. Measurement cycle setting is 

location dependent, if mal-operation arise at any location than setting is 8 cycle 

otherwise it is 5 cycle. Df/dt (rate of change of frequency) operated at Amritsar, 

Bhatinda, Chandigarh and its nearby area. 

 

NRPC suggested Punjab to put the measurement cycle setting as 8 cycle instead of 5 

cycle.  

 

NHPC representative submitted the SPS logic details and same is attached as Annex-

XI of the Agenda. 

 

NRLDC representative stated that SPS proposal submitted by NHPC is more or less 

ok except this logic would not help during outage of one bus at Dhauliganga HEP 

and suggested NHPC to prepare procedure for immediate manual backing down of 

the generation at Dhauliganga in such condition. 

 

NRPC suggested NHPC to put the proposal in next TCC meeting for approval of the 

member and implement the scheme till Nov-2018. 
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List of participants for 36th Protection Sub-Committee Meeting.                                                                                                                                                         
Date:19.09.2018 

Sl. 
No.  Name Designation Organization Tel. No./Mobile No. E-mail 

1 
Sh. Prakash 
Negi 

Asstt. 
Manager SJVNL 9736549558 ee.23007@gmail.com 

2 

Sh. Pankaj 
Kumar 
Gupta AE UPPTCL 9453043916 pankaj_hil@yahoo.co.in 

3 
Sh. Mohd. 
Waris Khan SE UPPTCL 9415311083 setncalbd@upptcl.org 

4 
Sh. Rajbir 
Singh Walia ASE PSTCL 9646118223 ce_pm@pstcl.org 

5 

Sh. 
Jaganath 
Pani 

Asstt. 
Manager NHPC 7978699693/9410220248 jaganathnhpc@gmail.com 

6 Sh. SK Das Manager (E) NHPC 9717786721 sdas_nhpc@yahoo.co.in 

7 
Sh. D.P. 
Singh AGM(OS) NTPCL 9450916643 dpsingh05@ntpc.co.in 

8 
Sh. BS 
Meena EE NRPC 8750251805 bhanwarmeenamop@gmail.com 

9 
Sh. Ratnesh 
Kumar EE NRPC 9811101805 ratnesh.cea@gmail.com 

10 
Sh. Nitin 
Yadav उप प्रबधंक  POSOCO 9560050257 nitinyadav@posoco.in 

11 
Sh. R.P. 
Pradhan  SE NRPC   rp.pradhan@nic.in  

12 

Sh. S.S.S. 
Laxman 
Rao Manager  THDCIL 9557735777 ssslaxmanrao@gmail.com 

13 

Sh. 
Sandeep 
Yadav EE HVPNL 9310404372 mpccggn@gmail.com 

14 

Sh. 
Rajender 
Singh 
Redhu 

Asstt. 
Director BBMB 9466121202 rsinghredhu@yahoo.com 

15 
Sh. RK 
Chandan Director BBMB 9417202059 dirpc@bbmb.nic.in 

16 
Sh. Kishori 
Lal SE UPPTCL 9458096601 setncagra@upptcl.org 
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17 
Sh. VM 
Singh GM UPPTCL 7355022380 vmsingh@isowxinfrastructure.com 

18 
Sh. Soni 
Kumar Sr. Mgr SJVNL 9418450875 visit2soni@gmail.com 

19 

Sh. 
Abhishek 
Sharma Mgr (T) DTL 9999533893 abhidtr.2@gmail.com 

20 
Sh. Hitesh 
Kumar DGM(T) DTL 9999533662 hiteshkumar.dtl@gmail.com 

21 

Sh. 
Hemanshu 
Pundir EE(T&E) UPPTCL 9412749819 eetncmrt@gmail.com 

22 
Sh. KK 
Chaudhary EE(T&C) UPPTCL 8887137962 setncgkp@gmail.com 

23 
Sh. Nitin 
Verma Manager POWERGRID 8005499952 nverma@powergridindia.com 

24 
Sh. M.S. 
Hada 

Ch. 
Manager POWERGRID 9650555997 mshada@powergridindia.com 

25 
Sh. Praveen 
Kumar Manager PG-NR-II 9906546606 me.praveenkumar@powergridindia.com 

26 
Sh. Vikas 
Saxena 

President 
(PS) LPGCL 9971200857 vsaksena@lpgcl.com 

27 
Sh. H.K. 
Chawla DGM POSOCO 9650074803 hk.chawla12@gmail.com 

28 
Sh. Pankaj 
Malviya SE (T&C) UPPTCL 9450909474 mpankaj121@gmail.com 

29 
Sh. Amit 
Gupta 

Dy. 
Manager POSOCO 8800690954 amitgupta@posoco.in 

30 
Sh. R. C. 
Mahawar XEN RRVPNL 9413384026 xen1.prot.jaipur@rvpn.co.in 

31 

Sh. Amit 
Kumar 
Gupta CE RRVPNL 9414061096 ce.mps@rvpn.co.in 

32 
Sh. B.L. 
Yadav AGM   NTPC  9650993044 blyadav@ntpc.co.in 
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S.No Constituent/       Nomination     
 

Utility 
             

 

Name 
  

Designation Address 
   

Ph. (O) /Mob. No.        

1.  1.Sh. Prakash  Manager (E) NJHPS, Jhakri,Distt-Shimla, HP 01782-275140  

 
SJVNL 

Chand            
 2.Sh. Pintu Das  Dy.Manager NJHPS, Jhakri,Distt-Shimla, HP 01782-275140  
    

      (E)         

2.  

1.Sh. Praveen 
Kumar  AM (T)   

9999533903  

 DTL (Updated) 

2.Smt. Ramneet  
Chanana AM(T)  

9999533730  

  

3.Sh.Avishek 
Malik 

 

AM (T) Prot.  9999535139 

 

    

    

    
    

            

3.  1.Sh. Y.S. Rana  Sr. Engr.  POWERGRID, Moga  09501102085  
 

POWERGRID 
          

 2.Sh.  Subhas Sr. Engr.  POWERGRID, Hisar   09729872353  

  Kumar            

  3. Sh. Ajay Gola Sr. Engr.  NR-I HQ, New Delhi   09899555175  
           

4. NTPC 1.Sh. B.L.Yadav AGM (OS)      09650993044  

5.  1.  

 
Sh. Ranbir 
Singh Walia ASE  PSTCL, Ludhiana    9646118223  

 PSTCL 
(Updated)_ 

           
 2.Sh. Harvinder 

Singh Sr EXN, PSTCL, Jalandhar 
  

 
 

     
     

  

    
Protection 
        

 
3. Sh Sanjeev 

Kumar AEE 

Protection Division, 

Mohali    
6. HVPNL 1.Sh. Y.S. Gulia  Executive HVPNL, M&P, Panipat  09354194830  

      Engineer         
7 RRVPNL 1. Sh.Jyotirma  AEN-III (C&M) 400 kV GSS, Heerapura  09413382408  

  Jaiminy            
          

  2. Sh. Vijay  AEN (Prot.) RRVPNL, Alwar   09414061407  

  Pal Yadav           
8 UPPTCL 1.Sh. D.K Acharya Advisor to Shakti Bhawan Extn (11th Floor) Ph.(O) –Director (Op) 

      Director (Op) 14, Ashok Marg, Lucknow- office  

      UPPTCL  226001    0522-2287833  

             Fax- 0522-2286476 
  2.Sh.  Kavindra Advisor to CE        

  Singh   (TW), Meerut        

      UPPTCL         
9 HPSEBL 1. Sh. Sat Pal Exe.Engg. Protection  & Testing  Division, 09418122067  

  Jamwal     HPSEB Ltd. Kangra (HP) Telefax- 01892- 

             264519  
        

  2.Sh. Dharam Singh Asst. Engg. Protection  & Testing  Division, 09418017213  

  Rana     HPSEB Ltd. Kangra (HP) Telefax- 01892- 

             264519  

10 PTCUL 1.Anupum Singh Exe.Engg. T&C       
            

  2. Asim Beg  Asst. Engg. T&C       
          

11 NPCIL 1. Sh. N. K.  Maintenance Plant Site,  Narora, (5734) (O) 222167 
  Pushpakar  Superintende Bulandshahar Distt. UP-202397 (R) 222228  

      nt  NAPS,  or      M-09412768002 
      his nominee      e-mail-  

             nkpushpakar@npcil.co 

             .in  



  2. Sh. Virender RAPS-A  Rawatbhata Rajasthan Site, M- 09413358024 
  Yadav     P.O. Anushakti, via: Kota,   

        Rajasthan-323303     
  3. Sh. Sanjay RAPS-B  Rawatbhata Rajasthan Site, M- 09413356912 
  Jhamtani    P.O. Anushakti, via: Kota,   

        Rajasthan-323303     
  4. Sh. Randhir RAPS-C  Rawatbhata Rajasthan Site, M- 09413358237 
  Misra     P.O. Anushakti, via: Kota,   

        Rajasthan-323303     

12 RRVPNL 1. Sh. Jyotimay AEn-III (O&M) 400 kV GSS Heerapura, Jaipur 09413382408 

  Jaiminy        

  2. Vijay Pal Yadav AEn(Prot.) RRVPNL, Alwar  09414061407 
       

  1. Sh.  N.  Kishore DGM Rosa Power Supply Co.Ltd., 05842- 
  Kumar   Hardoi Road, Service Building, 306675/09389495241 

13 
Rosa Power     Rosa Shahajahanpur-242406  

Supply Co. Ltd. 2.Sh. Gaurav Gupta Sr. Manager Rosa Power Supply Co.Ltd., 05842306789/093690  

      Hardoi Road, Service Building, 76402 

      Rosa Shahajahanpur-242407  
  Sh. Amitabh Jha Sr.  Manager Uri Power Station, Baramullah,  

14 NHPC 
   (E) J&K     

Sh. P. K. Das Manager (E) Baira Siul Power Station,  
   

      Chamba, HP    

  1. Sh. Manoj Rawat A.E. Dakpathar, Distt: Dehradun 09456590406 

15 UJVN Limited 
         

2. Sh. Anoop A.E. Galogi, Distt: Dehradun  09456590173    

  Deepak        

16 BBMB 
Sh. Ranbir Singh 

Sharma 
Assistant 
Director P&T Cell BBMB Panipat 9466121202  
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 Annex-IV 

Status of pending rectification of defects observed during BPA 

Sl.

No. 

Utility No. of sub-

stations 

covered 

under 

BPA 

Expected 

Completion 

Remarks 

1 UPPTCL 21 - Representative of UPPTCL informed 

that in 220 kV stations, auto recloser 

deficiency due to PLCC issue is 

remaining rest all have been rectified. 

Order has been placed for PLCC and 

deficiency will be rectified once the 

equipment are supplied. 

2 UPRVUNL 4 - Obra ’A’ – including rectification of time 

synchronization & BBP, PLCC (to be 

installed by UPPTCL). To be completed 

by November, 2016.  

 

Harduaganj – to be completed by March, 

2017 
  

 

Status could not be updated as there 

was no representation from UPRVUNL 

in the last 03 (33rd PSC, 34th PSC and 

35th PSC) meetings. 

 

3 HPSEB Ltd. 1 October 2017 • Out of 12 deficiencies observed, 8 

already rectified.  

• 1 no. deficiency to be rectified by 

March 2017 and  

• 3 others by October 2017. 

4 UJVNL 1 December, 2016 Breaker for 220 kV Khodri-I &II needs to 

be replaced. Expected date as intimated by 

SLDC Uttarakhand in 127th OCC meeting 

was 31.12.2016. 

 

Status could not be updated as there 

was no representation from UJVNL in 

the meetings. 

 

5 PDD, J&K 3 Status of 

progress is not 

submitted. 

As informed during 33rd NRPC meeting 

that deficiencies where procurement was 

not involved had been rectified and other 



Target 

completion not 

known. 

works where procurement is involved are 

yet to be taken up. PDD J&K informed 

that they have submitted the proposal for 

PSDF funding and deficiencies will be 

rectified when fund will be disbursed 

from PSDF.  

As informed by PSTCL defects at 220kV 

Sarna-Udhampur line, pertains to PDD, 

J&K. 

Status could not be updated as there 

was no representation from PDD J&K 

in the meetings. 

 

  



Annex-V 

Protection audit of intra-state system/balance system not covered in Basic Protection 

Audit 

Utility Third 

party 

protecti

on audit 

carried 

out by 

No. of sub-

stations 

covered/ 

expected to 

be covered 

Status of 

Audit 

Status of 

Report 

Status of 

submission of 

action Plan for 

rectification of 

deficiencies  

RRVPNL, 

RRVUNL 

CPRI RRVPNL-39  

RRVUNL-5 

Completed Submitted RRVPNL- Lead 

Acid Batteries have 

been procured and 

installed. 

 RRVUNL- Action 

Plan submitted.  

BBMB -do- 20 Completed Submitted The  action  to  

attend  the 

deficiencies 

observed in the 

audit is underway. 

PSTCL, 

PSPCL 

-do- PSTCL-22 

PSPCL-3 

Completed Submitted Representative of 

PSTCL informed 

that Report on 

CPRI Audit 

already submitted 

and emailed. 

UPRVUNL -do- 2 Completed Submitted Parichha TPS and 

Panki TPS: All the 

deficiencies are 

likely to be rectified 

by March, 2018 

 

UPPTCL -do- 41 Completed Shall be 

submitted after 

receipt and 

examination of 

Report, same.  

Action plan to be 

submitted by 

11.08.2017. 



Utility Third 

party 

protecti

on audit 

carried 

out by 

No. of sub-

stations 

covered/ 

expected to 

be covered 

Status of 

Audit 

Status of 

Report 

Status of 

submission of 

action Plan for 

rectification of 

deficiencies  

Rosa Power -do- 1 Completed Submitted Action Plan 

submitted and the 

deficiencies 

observed rectified.  

UJVNL  -do- 2 

 (Chilla, 

Chhibra) 

Completed Submitted Action Plan not 

submitted. No 

representative was 

present.    

PDD J&K  -do- 3 

(Janipur, 

Amargarh, 

Hiranagar) 

Completed Submitted Action Plan for 

Heeranagar and 

Amargarh not 

submitted. No 

representative was 

present.   

JSW  -do- 1 Completed Submitted Rectification of 

observation 

complied. 

HPSEB 

Ltd.,   

-do- 6 

(Uprela 

Nangal, Giri 

220 kV, 

Jassore 220 

kV, Baddi, 

220 kV 

Kangoo, 220 

kV Kotla) 

Completed Submitted Action Plan for 220 

kV Kotla not yet 

submitted. 

Rectification of 

observation partly 

complied. 

Rectification will be 

completed by 

October 2017 

UT 

Chandigarh  

-do- 1 

(Kishengarh) 

Completed Submitted Not submitted. No 

representative was 

present.   

Budhil 

Power 

-do- 1 Completed Submitted Not submitted. No 

representative was 

present.   



Utility Third 

party 

protecti

on audit 

carried 

out by 

No. of sub-

stations 

covered/ 

expected to 

be covered 

Status of 

Audit 

Status of 

Report 

Status of 

submission of 

action Plan for 

rectification of 

deficiencies  

HVPNL -do- 4 (Sector 72, 

Gurgaon ; 

Tepla; 

Bastara; A-5, 

Faridabad) 

Completed Submitted To be rectified by 

December 2017 

DTL -do- 4 

(Rohini; 

Mehrauli; 

Mundka; 

Shalimar 

Bagh) 

Completed Submitted Action has already 

been taken. Report 

will be submitted.  

PTCUL -do- 4 

(Pantnagar, 

Haridwar, 

Kashipur, 

Roorkee) 

Completed Submitted Not submitted for 

Haridwar, 

Roorkee 

Relays have been 

delivered at the 

site. 

To be completed by 

31st October, 2017 

 

  



Annex-VI 

Status of Bus bar Protection for Northern Region Constituents 

State/ 

Constituent 

TRANSC

O/GENC

O 

Total no. 

of S/S/ 

Sw. 

yards 

(220 kV 

and 

above) 

No. of S/S/ 

Sw. yards 

where Bus 

bar 

protection is 

functioning 

Remarks Action Plan 

Delhi DTL 37 34 For 220 kV S/S 

namely, 

Gopalpur and 

Kanjhawala  is 

being 

planned.(Lodi 

Road is GSS)  

PO awarded to M/s 

GE T&D India Ltd. 

for the work of 

Supply and ETC of 

26nos. Bus Bar 

Schemes in 400 and 

220kV DTL 

substations on 

06.04.18. 

Completion period 

is 9 months. 

Haryana HVPNL 56 39 17 nos. defective  1 done; next 14 by 

June ,17 and other 2 

in 2017-18, as 

control cable was 

not available.  

HPGCL 03 03    

Rajasthan RVPNL 53 46 

(7 defective)  

 74 nos. New Bus 

bar Protection 

scheme under 

commissioning. 10 

Commissioned. 

RVUNL 05 05    

Himachal 

Pradesh 

HPSEB 08 04 At one s/s it was 

working, 2 sub‐

station it was 

defective. 

04 nos. 

commissioned and 

for remaining 04 



s/s to be done by 

Oct 2017. 

Punjab PSTCL 98(5 no 

400 kV 

s/s) 

46(5 no. 400 

kV s/s) 

 Work in progress 

for BBPS 

protection, 46/98 

(220kV) 05/05 

(400kV) 

completed. Till then 

reverse zone 

protection time set 

to 160 ms. For 

remaining 

substations, work 

has been 

undertaken by TS 

organization and 

will be completed 

by 31.12.19. by TS 

organization. 

Procurement 

process for BBPS 

delayed due to re-

tendering twice by 

Finance wing of 

PSTCL. Re-

tendered again last 

month and target 

date is 31-12-19 & 

PSDF funding 

available. PLCC 

work will also be 

completed by 31-3-

19 as procurement 

process is 

underway. 

PSPCL 03 03   

J&K PDD 06 -  The status for the 

same could not be 

ascertained as 

representative 

from PDD, J&K 



 

 

was not present in 

the meeting. 

Uttarakhand PTCUL 10 09  Order placed for 

01 defective. 

Would be 

completed by May 

2017. 

UJVNL - -   

BBMB BBMB 23 20 Not required at 

Dhulkote and 

Jagadhari. 

also for Sangrur, 

Kurukshetra and 

Delhi as no. of 

feeders is less 

than five. PSC 

decided that it 

needs to be 

installed. 

Sangrur-

commissioned 

19.01.2016.   

For Kurukshetra 

and Delhi, LOI 

has been issued on 

27.06.18 & 

material is likely 

to be received by 

March, 2019. 

For Barnala it is to 

be provided by 

PSTCL as agreed in 

PSC. PSTCL were 

to commission it by 

31.12.2016.  

 

Uttar Pradesh UPPTCL 99 10 04 no. are 

pending 

For the remaining 

stationed 

procurement action 

has been initiated. 

UVUNL 05 -    

POWERGRID PGCIL 55 55   

Central 

Generating 

Stations 

NTPC 11 11   

NHPC 09 09   

NPCIL 02 02   

THDC 02 02    

SJVNL 02 02    



Annex-VII 

List of members of Protection Analysis Sub-Group  (PSAG) 

Sl. 

No. 

Organisation Nominated 

Officer 

Contact Details 

1. NRPC 

Secretariat 

Sh. B S Meena +91-8750251805 

2. NRLDC Sh. Nitin Yadav +91-9560050257 

yadavnitin06@gmail.com  

3. PGCIL, NR-1 Sh. M S Hada +91-9650555997 

mshada@powergridindia.com    

4. PGCIL, NR-2 Sh Praveen 

Kumar 

+91-9501102054 

mr.27praveenkumar@powergridindia.com  

5. BBMB  Sh. Sunil Shivaj 

Sh. Ravi Lal, Dy. 

Director 

Sh. Amandeep 

Singla, Asst. 

Director 

Sh. Sunil 

Kumar, Asst. 

Director 

+91-9728107866 

ddpntbwn@gmail.com   

6. DTL Sh. B L Gujar +91-9999533985 

7. UPPTCL 

  

8. NTPC, NR Sh. Md. Zia +91-9415005883 

9. NTPC, NCR Sh. B L Yadav +91-9650993044 

10. NPCIL Sh. Sanjay 

Jamtani 

+91-9413356912 

11. HVPNL Sh. R N Mishra +91-9312712754 

mpccggn@gmail.com, 

rnmishraxen@gmail.com  

12. RVPNL Sh. R C Mahavar +91-9413384026 

xen1.prot.jaipur@rvpn.co.in   

13. PSTCL Sh. Rajbir Walia +91-9646118223 

14. PTCUL Sh. Anupam 

Singh 

+91-7088117919 

15. HPSEB Sh. Rajender 

Kumar Singh 

+91-9418225566 

16. NHPC Sh. S K Das +91-9717786721 

mailto:yadavnitin06@gmail.com
mailto:mshada1@gmail.com
mailto:mr.27praveenkumar@powergridindia.com
mailto:ddpntbwn@gmail.com
mailto:mpccggn@gmail.com
mailto:rnmishraxen@gmail.com
mailto:xen1.prot.jaipur@rvpn.co.in


17. SJVNL Sh. Pintu Das  

Sh. Prakash 

Chand 

+91-9418475284 

+91- 9418492085 

18. Adani Power Sh. Sanjay Bhatt +91-9099005221 

Sanjay.bhatt@adani.com  

19. PSPCL   

20. HPGCL Sh. Raman 

Sobti, (PTPS, 

Panipat) 

Sh. Jitender 

Kumar, 

(DCRTPP, 

Yamunanagar) 

Sh. Vineet 

Mishra, 

(RGTPP, 

Khedar) 

9355084410 

raman.sobti@hpgcl.org.in 

21. UPRVUNL Mr. Shekh Salim 9415900086 

se.omc_3.parichha@uprvunl.org 

22. IPGCL Mr. Arif 

Rahman 

Mr. Satyendra 

Prakash 

+91- 9717694928 

+91- 9717694813 

23. UJVNL   

24. PGCIL, NR-3 Sh D Kushwaha +91-9425409591 

dkushwaha72@gmail.com 
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         Annexure - VIII 

 

1. Tripping events 

 

A. Multiple Element tripping at 765/400kV Anta (Raj) at 14:40hrs of 02nd May 

2018 

 

Event category: GD-1 

Generation loss: 1315 MW (As per Rajasthan report)  

Loss of load: Nil (As per Rajasthan report) 

Energy Loss: Nil (As per Rajasthan Report)  

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data NA No fault 

Phase  of the fault PMU data NA No fault 

    
Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Rajasthan 
Not 
Available 

  

DR/EL Rajasthan Received Within 24hrs 

Preliminary Report Rajasthan Received Within 24hrs 

Detailed Report Rajasthan 
Not 
Received 

Remedial action report 
pending 

    
Description Clauses Utility Remarks 

Violation of 
Clauses 

1. 43.4.A of CEA Technical Standard 
for Construction of Electrical Plants 
and Electric Lines 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 6.3) 
3. CEA Grid Standard 3.1.e 
4. CEA Transmission Planning 
Criteria 

Rajasthan 

1. Detailed Report didn’t 
provide 
2. Adequately Sectionalized 
and graded protective 
relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

1. Connectivity Diagram of Chhabra/ Kawai/Kalisindh complex: 

 



 
 

 

2. 400 kV Anta (Raj) is connected with Kawai D/C, Kalisindh D/C, Chhabra 

SCTPS D/C and three 3*500MVA 765/400 kV ICT’s. It has one and half 

breaker scheme. 

3. 400 kV Bus-2 of Anta (Raj) was already under planned shutdown for 

testing of bus bar protection. 

4. During testing all tie CB except tie CB for 400 kV Kalisindh ckt-2 tripped at 

400 kV side of 765/400 kV Anta (Raj). No power system fault occurred in 

the system. 

5. After tripping of all main and tie CB at 400 kV Anta (Raj), 400 kV Kalisindh 

ckt-1, Kawai D/C, Chhabra SCTPS D/C tripped. 

6. After tripping of 400 kV Kawai-Anta (Raj) D/C, Kawai generation pushed 

towards Chhabra TPS. As 400 kV Chhabra-Hindaun ckt was already 

under planned outage, 400 kV Chhabra-Bhilwara ckt loaded in the range 

1100-1200MW.  

7. Sudden shifting of power and constraint in transmission network resulted 

into oscillation in the system. 

8. 400 kV Chhabra-Bhilwara ckt also tripped on power swing. 



9. After tripping of all outgoing transmission line from Chhabra-Kawai 

complex resulted into outage of units (three units at Chhabra TPS, one 

unit at Kawai SCTPS) on over speed/ over frequency protection. 

10. As 400 kV Anta-Kalisindh ckt-2 remain connected in the system, it 

resulted into survival of only running unit (unit-2) of 400 kV Kalisindh TPS. 

11. SPS didn’t operate at 400 kV Kawai SCTPS. 

 

12. Antecedent Condition: 

• 400 kV Chhabra-Hindaun ckt was already under planned shut 

down. 

• 660MW Unit-2 of Kawai SCTPS was already under planned 

outage. 

• Unit-1 of Kalisindh TPS was also under planned shutdown on less 

demand 

• Unit-4 of Chhabra TPS was under planned shutdown. 

• Power flow on different feeders: 

S. No. Name of Element Load before the incident

1 400 kV CTPP-Bhilwara line 400 MW

2 400 kV CTPP-Hindaun line 0 MW

3 400 kV CTPP-Adani line 135 MW 

4 ICT 185 MW

5 Unit#1 250 MW

6 Unit#2 250MW

7 Unit#3 250 MW

8 Unit#4 0 MW  
 

13. Name of the tripped elements are as below: 

• 400 kV Anta-Kawai ckt-1 & 2 

• 400 kV Anta-Kalisindh ckt-1  

• 400 kV Anta-Chhabra ckt-1 

• 400 kV Chhabra-Bhilwara ckt 

• 400 kV 250MW Unit-1,2,3 of Chhabra TPS. 

• 400 kV 660MW Unit-1 of Kawai SCTPS 

14. DR plots: 



 

 
 



 
  

  
 



 
 

 



 
 

 

15. PMU plots: 

 
PMU plot of frequency of different station 

 



 
PMU plot of frequency of different station showing oscillation at Bassi (PG) 

 

 
PMU plot of phase voltages of Bassi (PG) 

 

16. As per PMU data: 

• No fault in the system 

• Oscillation occurred for 2200ms in the system 

17. As per Kawai (Adani) Report: 

• It was communicated from Anta end that Bus-bar protection was 

operated at their substation which caused isolation of 400 kV Kawai-

Anta Line-1 & 2 from grid. Load through-off at Line-1 & 2 caused 

transfer 600MW power flow to 400 kV Adani, Kawai-Chhabra line. 

• As per information received from Chhabra TPP, one of the 400kV O/G 

line was under shutdown at CTPP while three units were in running 



condition there. Transfer of 600MW on available out going 400kV line 

at Chhabra caused overloading of lines. Therefore outgoing line of 

Chhabra tripped from remote end (May be due to over voltage) and 

complete black-out happened for Chhabra-Kawai complex. 

• 400KV Adani, Chhabra-Kawai Line tripped from Chhabra end manually 

but no DT received at Kawai end. 

 
 

18. As per Chhabra TPS Report: 

 
 



19. Extract of Rajasthan report: 

 

 



20. SCADA Analog data and SoE: 

 

No SCADA SoE available in NR SCADA 

 

 



 
 

21. Preliminary Report, DR/EL and detailed report has been received from 

Rajasthan. However, remedial measures report from Rajasthan was not 

received before the meeting. 

 

Rajasthan representative informed following during the meeting: 

1. Alstom make P-741 bus bar protection relay implemented at 400 kV Anta 

(Raj). 400 kV bus bar protection tripping was also assigned to tie CB 

(lockout contact of tie CB was assigned from bus bar protection) of all the 

connected elements.  

2. Two new bays for 400 kV Kota (PG) and Chhabra SCTPC ckt was 

introduced and testing of bus bar protection was being done in antecedent 

condition. Testing was done in new bay PU which is in same bay of 400 

kV Anta-Kalisindh ckt-2 and tripping was kept out for tie CB. 

3. During testing bus bar protection was wrongly operated and it tripped all 

main and tie CB of 400 kV connected elements on 400 kV Bus-2 of Anta 

(Raj) except 400 kV Anta-Kalisindh ckt-2. 



4. 400 kV Chhabra-Bhilwara ckt tripped on PSB (power swing blocking) after 

2 second of deblock time due to persistent nature of power swing in the 

system. 

5. After tripping this configuration issue was checked in all new 400 kV 

station of Rajasthan and same issue was also found in Ajmer (Rajasthan) 

and corrected later on. 

6. DR recording time was 500ms and same would be modified to 2500ms 

(pre fault: -500ms to post fault: +2000ms). 

7. Chhabra/Kawai/Kalisindh SPS was not operated during the incident. 

8. In 400 kV transmission lines of Rajasthan, all zone blocked during power 

swing. 

 

 

POWERGRID informed that similar type of issue was also faced during multiple 

element tripping at Jhatikara (PG) station and same has been discussed during 

PSC meeting. 

 

NRLDC representative informed that other utility shall infer the case of other 

utilities and correct its setting accordingly. 

 

Representative from RRVUNL was not attended the meeting. SPS issue was yet 

to be discussed. 

 

 

 

B. Multiple element tripping at 400/220kV Ajmer (Raj) at 16:55hrs of 24th May 

2018 and 17:55hrs of 06th Jun 2018 

 

Event category: GD-1 

Generation loss: 

Nil    (24.05.2018, As per Rajasthan Report) 

Nil      (06.06.2018, As per Rajasthan Report) 

 

Loss of load:  

Nil    (24.05.2018, Rajasthan may confirm) 

110MW      (06.06.2018, Rajasthan may confirm) 

Energy Loss:  

Nil MU    (24.05.2018, Rajasthan may confirm) 

__ MU        (06.06.2018, Rajasthan may confirm) 

 

   



Data Summary received/available at NRLDC: 

 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 
100ms 24.05.2018 

1000ms 06.06.2018 

Phase  of the fault PMU data 

Y-N fault 
followed by B-N 
fault 

24.05.2018 

B-N fault 06.06.2018 

    Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Rajasthan Not Available 
24.05.2018 

06.06.2018 

DR/ EL  Rajasthan 
Received 
(Partial) 

24.05.2018 (Not received) 

06.06.2018 (After 24hrs) 

Preliminary 
Report 

Rajasthan Received 
24.05.2018 (Within 24hrs) 

06.06.2018 (After 24hrs) 

Detailed Report Rajasthan Not Received 
24.05.2018 

06.06.2018 

    Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA 
Technical Standard for 
Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2, 6.3) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 

Rajasthan 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Correct operation of 
Protection System 
4. Delayed Clearance of 
fault 
5. Adequately 
Sectionalized and graded 
protective relaying system 

 

Based on above information description of the events is: 



1. 400 kV Ajmer (Raj) is connected with D/C Ajmer7 (PG), Bhilwara D/C, 

Phagi D/C, Deedwana S/C and three 315MVA 400/220 kV ICT’s. It has 

one and half breaker scheme. 

2. 220 kV Ajmer 4 (Raj) connected with 220 kV Ajmer S/C, 220 kV Beawar, 

220 kV Jethana D/C. At 220 kV side DMT (double main transfer breaker) 

scheme. 

3. Event Description for 24th May 2018 event: 

a. SLD of 400 kV Ajmer (Raj): 

 
b. Bus Bar Protection operated for 400 kV Bus-2 Ajmer (Raj). 

c. Name of the tripped element: 

• 400 kV Ajmer-Deedwana 

• 400/220 kV 315MVA ICT-1 & 3 at Ajmer (Raj) 

• 400 kV Bus Bar-2 at Ajmer (Rajasthan) 

 

d. As per Rajasthan report: 

 



 
e. PMU data of frequency and phase voltages: 

 
 



 
 

f. SCADA SoE data: No SoE reported 

 

g. As per PMU data: 

• Y-N fault followed by B-N fault observed at 16:55:38.800hrs and 

16:55:39.360hrs respectively. 

• Fault clearance time in less than 100ms for both the incident 

 

h. As per SCADA data: 

• 400 kV Ajmer-Deedwana, 315 MVA ICT 1 & 3 tripped. 

• Bus 2 voltage was not became zero after tripping of 400 kV 

Bus-2 

 

Rajasthan representative informed the following during the meeting: 

• At 400 kV Ajmer (Raj) have one and half breaker scheme and have 

total 7 dia. Among these 7 dia, 2 dia was completed in antecedent 

condition and other 5 dia was not completed. 

• On the day of tripping, tie CB of 400 kV Deedwana-Bhilwara dia 

was being charged (tie CB was already in service but R-phase CT 

was damaged), at the same time flashover occurred in R-phase CT 

and after 450ms of R-phase to earth fault Y-phase CT bursted and 



it resulted into Y-phase bus fault. CT was of AREVA make. 17CT of 

AREVA make CT is in the process of charging. 

• 400 kV Bus Bar Protection is Siemens make 7SS-522 relay. Bus 

Bar tripping (Main relay tripping) was looped with Master trip relay 

and it resulted into tripping of main and tie CB during operation of 

bus bar protection. Looping of Main trip and Master trip relay has 

been removed. Now in case of operation of bus bar protection 

breaker connected to that bus would only trip.  

• Second CB (as dia was not completed) of 400 kV Phagi ckt-1 and 

400/220 kV ICT-2 (ICT-2 was not charged) didn’t trip due to wiring 

problem in 96 relay. 400 kV bus-1 & bus-2 was not separated and 

bus voltage was available at 400 kV bus-2.  

• Multiple element tripping on operation of bus bar protection was 

due to looping (wiring) of main trip ckt with master trip ckt. This 

wiring issue has been attended. 

• Non-tripping of tie CB on operation of 96 relay has been attended 

and rectified. 

• Damaged CT of AREVA make yet to be replaced. 

• Detailed report and DR/EL would be submitted. 

 

Rajasthan reported fault in R-phase followed by Y-phase however in PMU 

details, initial fault was in Y-phase followed by B-phase.  

 

4. Event Description for 06th Jun 2018 event: 

a. In antecedent condition, 220 kV Bus-1 of 400/220kV Ajmer (Raj) 

was already under outage 

b. SLD of 400/220 kV Ajmer (Raj): 



 
c. B-phase CB of 220 kV Ajmer (400kV)-Ajmer (220kV) line was 

bursted at 400/220 kV Ajmer (Raj). It resulted into operation of bus 

bar protection for 220 kV Main Bus-II. 

d. 220 kV Bus-1 was under planned outage for upcoming 220 kV bays 

at 400/220 Ajmer (Raj). 

e. All 220 kV charged ckt at 400/220 kV Ajmer (Raj) was charged 

through 220 kV Bus-2. 

f. Following element connected to 220kV bus-2 of Ajmer (Raj) 

tripped: 

• 220 kV Ajmer-Jethana ckt-1 & 2 

• 220 kV Ajmer-Beawar ckt 

• 220 kV Ajmer-Ajmer(220kV) ckt 

• 400/220 kV 315MVA ICT-1 & 3 at Ajmer (Raj) 

• 220 kV Bus Bar-II at 400/220 kV Ajmer (Raj) 

 

g. PMU plots of frequency, df/dt and phase voltage: 

 



 
 

 
 

h. SCADA SoE data: No SoE reported 



i. AS per DR details: 

 

 



 

 

 



 

 
 

j. As per PMU data: 

• B-N fault observed at 17:56:15.360hrs & 17:56:16.880hrs 

• Slight voltage dip observed in all three phase. 

• Fault clearance time more than 1000ms for two incident of fault 

 

k. As per Rajasthan details: 



 
 

l. Preliminary report and DR/EL (partial) has been submitted however 

DR/EL and detailed report is still awaited from Rajasthan 

 

Rajasthan representative informed the following during the meeting: 

• Blue phase CB of 220 kV Ajmer (400/220 kV)-Ajmer (220 kV) ckt 

bursted at 400/220 kV Ajmer (Raj). It resulted into bus fault for only 

charged 220 kV Bus-2 at 400/220 kV Ajmer (Raj) 

• All the 220 kV charged elements also connected on the same bus 

and all the elements tripped along with 400/220 kV 315MVA ICT-1 

& 3 at Ajmer (Raj). 

• Initially Blue phase of the breaker opened and reclosed after 

1000ms. At the time of reclosing fault again observed and it 

resulted into bus fault. 

• Time synchronization of DR would be checked and corrected 

 

 

NRLDC raised concern for three phase opening and again reclosing after 20-

30ms during second incident of fault observance. When other breaker opened 



than A/R lockout should come into picture. But as per DR it seems all three 

phase opened for 30ms and again reclosed.  

 

NRLDC also informed about the importance of time synchronization of all the DR, 

as in this case also operation time of bus bar protection could not conclude due 

to time synch error in bus bar DR of 220 kV Ajmer (400/220kV) Bus. 

 

NRPC also suggested all the utilities to kindly check the time synch of numerical 

relays periodically and to be attended in priority. 

 

 

 

C. Multiple element tripping at Uri-II HEP at 13:55hrs of 26th May 2018 

Event category: GD-1 

Generation loss: 240MW (As per NHPC report)  

Loss of load: Nil  

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance Time PMU data 240ms As per PMU data 

Phase  of the fault PMU data R-N fault As per PMU data 

    
Description Utilities Status Remarks 

Availability of Digital 
Data (SCADA Data) 

  Available   

DR/EL NHPC Received Within 24hrs 

Preliminary Report NHPC Received Within 24hrs 

Detailed Report NHPC Received 
Not in proper 
format 

    
Description Clauses Utility Remarks 

Violation of Clauses 

1. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
2. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of Electrical 
Plants and Electric Lines; 
3. CEA Grid Standard 3.1.e 
4. CEA Transmission Planning Criteria 

NHPC 

1. Correct operation 
of Protection 
System 
2. Delayed 
Clearance of fault 
3. Adequately 
Sectionalized and 
graded protective 
relaying system 

 



Based on above information description of the events is: 

1. Connectivity Diagram: 

 
 

2. R-N fault occurred in 400kV Uri-II-Uri-I ckt. R-phase opened at both ends. 

3. At the time of auto-reclosing, R-phase CB closed from Uri-I end but failed 

to close from Uri-II end resulting in tripping of other two poles on pole 

discrepancy. 

4. At the time of opening of R-phase CB from Uri-I end, 400kV Uri-II-

Wagoora ckt sensed fault in Z-1 from Uri-II end resulting in tripping of R-

phase.  

5. Units at Uri-II tripped at the time of opening of R-phase of both lines from 

Uri-II. 

6. At Uri-I, in 400kV Uri-II-Uri-I ckt, R-phase fault occurred again after 245ms 

of closing of R-phase. Thus, 3-phase trip occurred due to fault in reclaim 

time. However, after 100ms, Y & B phases again got closed at Uri-I.   

7. Name of the tripped elements are as below: 

• Unit #2, #3, #5 & #6 at Uri-II 

• 400kV Uri-II – Uri-I 

8. As per NHPC Report and DR details: 



 

 
 



 

 
 

 

 

 

 

 



 
 

 
 



 
 

 
 

 



9. PMU plots: 

 

 
 

 



 

10. As per SCADA data:  

 
 

 



 

11. As per PMU & SCADA data: 

• R-N fault occurred at 13:55:50.080hrs and cleared in 240ms.  

• R-N fault again occurred at 13:55:51.520hrs and cleared timely. 

• All units at Uri-II tripped within 20ms starting at 13:55:44.320hrs.  

• 400kV Uri-II-Uri-I tripped at 13:55:45.415hrs (~1100ms after units 

tripping) from Uri-II end. 

12. Preliminary Report, DR/EL and Detailed Report received from NHPC but 

investigation report as mentioned in the detailed report is yet to be 

received. 

 

NHPC representative informed the following during the meeting: 

1. Reason for delayed fault clearance of around 250ms to be shared.  

• Fault was cleared on time when it reached into Z-1. Initially 

distance relay sensed the fault in Z-3 and after 197ms, fault came 

into Z-1 and resulted into instantaneous tripping of line. 

• Fault was very near to Uri-II end, 2kM from Uri-II end of 400 kV Uri-

II-Uri-I ckt (12kM line) 

• Fault was high resistive in nature, it was observed earlier 

particularly in this season due to walnut trees. Tree touching 

resulted into high resistive fault and fault came into distance Z-3 

followed by Z-1. 

 

2. No auto-reclosing in case of single L-G fault at Uri-II end to be 

investigated corrected and findings to be shared. 

• Uri-II end of faulted line (400 kV Uri II-Uri I ckt) didn’t A/R. After 

investigation it was suspected that manual selector switch of A/R 

was in off position. Position of manual selector switch is not 

configured in DR/EL. Position of manual selector switch would put 

in DR/EL during next shutdown of the line in the month of 

November 2018. 

 

3. Reason for closing of Y&B phases at Uri-I without any indication to be 

shared.  

• Reason of opening of Y&B-phase could not be ascertained. It 

would be discussed with OeM and reverted. 

 

4. Reason for tripping of R-phase of Wagoora ckt at Uri-II in zone-1 to be 

shared. 

 



• Alstom Make Micom distance protection of 400 kV Uri-II (end)-

Wagoora ckt sensed the fault in Z-4 initially and during A/R, fault 

sensed in Z-1 and line tripped from Uri-II end only. Event would be 

replay through relay tester and would check further. 

• Time synchronization of DR would be checked and corrected 

 

5. Reason of tripping of all running units at Uri-II HEP: 

• Reason of tripping of running units of Uri-II would be checked and 

reported. 

 

6. As per PMU, fault occurred at 13:55:50hrs; As per SoE, units opened at 

13:55:45hrs; As per DR, fault occurred at 13:55:55hrs. It seems all three 

sources of information are not in time synchronization. The same needs to 

be checked. 

• Uri-I has been time synchronized. 

• In Uri-II HEP, Alstom make GPS is not time synchronized as of now 

but it would be corrected in the month November-2018. 

 

7. It seems pole discrepancy timing at Uri-II for Uri-I feeder is around 1.5sec. 

• As Uri-II station have DMT (double main transfer breaker) scheme, 

1.5 second is sufficient considering the 1000ms of A/R time. 

 

 

POWERGRID representative informed that Alstom make Micom P-442 relay mal-

operate during close in fault in the line and these relays has been replaced in 

POWERGRID network wherever issue arises. Setting of memory voltage also 

played important role in the relay operation during close in fault. NHPC may also 

check the setting of memory voltage. 

 

NHPC representative informed that this tripping would again discussed with OeM 

and detailed report would be submitted again after discussion and further 

analysis. 

 

 

D. Complete outage of 400kV Paricha TPS(UP) at 21:56hrs of 27th May 2018 

Event category: GD-1 

Generation loss: 700MW (UP may confirm)  

Loss of load: Nil (UP may confirm)  

Energy Loss: __ MU (UP may confirm) 

 

Data Summary received/available at NRLDC: 



Description Reference Fault Info Remarks 

Fault Clearance Time PMU data 880ms As per PMU data 

Phase  of the fault PMU data B-N fault As per PMU data 

    
Description Utilities Status Remarks 

Availability of Digital Data 
(SCADA Data) 

Uttar Pradesh 
Available 
(Partial) 

  

DR/EL Uttar Pradesh Not Received   

Preliminary Report Uttar Pradesh Received After 24hrs 

Detailed Report Uttar Pradesh Not Received   

    
Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 2007: 
Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of Electrical 
Plants and Electric Lines; 
CEA (Technical standards for connectivity 
to the Grid) Regulation, 2007: Schedule 
Part 1. ( 6.1, 6.2, 6.3) 
CEA (Technical standard for connectivity 
to the Grid, Amendment Regulation 2013), 
part-II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning Criteria 

Uttar Pradesh 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Correct operation 
of Protection System 
4. Delayed Clearance 
of fault 
5. Adequately 
Sectionalized and 
graded protective 
relaying system 

 

Based on above information description of the events is: 

1. Connectivity Diagram: 



 
 

 
 



 
 

2. Paricha TPS is having following elements at 220kV: Bhartna S/C, Orai 

T/C, Jhansi Dorana D/C, Mahoba S/C, 220/132kV 100MVA and 160MVA 

ICTs, 400/220kV 315MVA ICT #1 & #2. Paricha has 

2x110+2x210+2x250MW generation capacity. It has DMT (double main 

transfer breaker) scheme. 

3. Antecedent condition: 

Unit #1 at Paricha TPS under planned S/D for R&M work since 02-Jul-16 

4. B-phase CT of 220kV bus-A of bus coupler get damaged.  

5. This resulted in complete outage of Paricha TPS. 

6. Name of the tripped elements are as below: 

• Unit #2, #3, #5 & #6  

• 220kV Paricha-Orai-1, 2&3 

• 220kV Paricha-Mahoba 

• 220kV Paricha-Jhansi Dorana D/C 

• 220kV Paricha-Bharthna 

• 220/132kV 100MVA & 160MVA ICTs 

• 400/220kV 315MVA ICT #1 & #2 

7. As per UP Report: 



 
 



8. PMU plots: 

 
 

 

  



 

 
 

9. Probable sequence of events: 

 
 



10. As per PMU & SCADA data: 

• B-N fault occurred at 21:56:22.360hrs and cleared with delay of 880ms 

at 21:56:23.240hrs. 

• A rise in 3-phase voltage also observed at 21:57:04.920hrs. 

• 220kV Orai-Paricha-1 and 220kV Mahoba-Paricha ckt tripped after 

~250ms of fault. 

• 220kV Bharthna-Paricha tripped at the time of clearing of fault after ~ 

900ms. 

11. Preliminary Report and Detailed Report received from UP but DR/EL are 

still awaited from UP. Remedial measures report is also awaited from 

UPPTCL. 

 

Action Points: 

1. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

2. Availability and healthiness of bus bar protection at Paricha TPS at the 

time of tripping to be shared. 

3. Reason for delayed clearance of around a second fault to be shared. 

4. In view of all tripped elements not captured in SCADA SoE data, digital 

SCADA data reporting from Paricha TPS to be checked, rectified and 

ensured in future.  

 

No representative from UPRVUNL presented during the meeting. 

 

NRPC raised concern about absence of concerned person from constituents 

specially from generation side and requested all the STU/SLDC to share the 

feedback with generators. 

 

 

 

E. Multiple Element tripping at 400/132kV Anpara-ATPS and 400/220k V Obra-

B TPS at 22:25hrs of 28th May 2018 

 

Event category: GD-1 

Generation loss: 850MW (As per NTPC report)  

Loss of load: 250MW (As per UP report)  

Energy Loss: ___ MU (UP may confirm) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 



Fault Clearance Time PMU data 2minute As per PMU data 

Phase  of the fault PMU data 
Y-B phase to 
phase to 
earth fault 

As per PMU data 

    
Description Utilities Status Remarks 

Availability of Digital 
Data (SCADA Data) 

Uttar Pradesh 
Available 
(Partial) 

  

DR/EL Uttar Pradesh Not Received   

Preliminary Report Uttar Pradesh Received After 24hrs 

Detailed Report Uttar Pradesh Not Received   

    
Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of Electrical 
Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 6.3) 
CEA (Technical standard for 
connectivity to the Grid, Amendment 
Regulation 2013), part-II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning Criteria 

Uttar 
Pradesh 

1. DR/EL, 
Preliminary report 
within 24hrs  
2. Detailed Report  
3. Correct operation 
of Protection System 
4. Delayed Clearance 
of fault 
5. Adequately 
Sectionalized and 
graded protective 
relaying system 

 

Based on above information description of the events is: 

1. Single Line Diagram of Obra-A, B TPS and Anpara-A TPS: 

 



 

 



 

 
 



2. 400 kV Obra-B TPS is connected with Anpara TPS S/C, Rewa Road S/C 

and Sultanpur S/C. It also has five units of 200MW and two 400/220kV 

240MVA ICTs. It has DMT bus bar scheme. 

3. On 28th May 2018 at 21:28hrs 400 kV Anpara-Obra line tripped on R-

phase to earth fault. All three phase of the line tripped from Anpara end 

however Y&B-phase stucked at Obra end.  

4. As informed by Anpara TPS, written instruction for opening of line side 

isolator and closing of earth switch was received from Obra TPS. 

5. At 22:25hrs, on the instruction of Obra end, Anpara end isolator for 400kV 

Anpara-Obra line opened and earth switch closed manually. It resulted 

into Y&B-phase to earth fault and dead short ckt at Anpara TPS as Y&B-

phase of the line was already stucked at Obra-B TPS.  

6. It resulted into widespread fire in 400kV Bay of Anpara-Obra line at 

Anpara end and operation of bus bar protection for 400kV Bus-2 of 

Anpara-A TPS.  

7. Breaker at Obra end didn't open during the incident and fault persisted in 

the system for more than 2minutes.  

8. Finally at Obra end also all the connected 400kV elements tripped along 

with running units of Obra TPS. 

9. Name of the tripped elements are as below: 

• 400 kV Anpara-Obra B ckt 

• 400 kV Obra B-Sultanpur (UP) 

• 400 kV Obra B-Rewa Road (UP) ckt 

• Unit 1 & 3 of 200MW at Anpara TPS 

• Unit 9, 10 & 11 of 200MW at Obra-B TPS 

• 400 kV Bus-B of Anpara TPS. 

• 400/132 kV 100MVA ICT-2 at Anpara TPS 

• 400/220 kV 240MVA ICT-1 at Obra B TPS 

• 220/132 kV ICT-1 & 2 at Obra A TPS 

• Station Transformer-4 & 6 of Obra-A TPS 

 

10. In antecedent condition: 

• 400/220 kV 240MVA ICT-2 of Obra-B TPS was already under 

outage 

• 220/132 kV 100MVA ICT-3 at Obra A TPS was already under 

outage 

 

11. PMU plots: 

 



 
 

 
 



12. As per SCADA data: 

 
 

 



13. As per PMU and SCADA data: 

• Y-B LLG fault occurred at 22:25:25.360hrs and cleared with delay of 

1320ms at 22:25:26.680hrs. 

• A dip in 3-phase voltage also observed at 22:27:35.360hrs. 

• Bus Bar Protection at Anpara- A TPS operated after 2300ms of fault 

occurrence. 

• Unit-9 of Obra B TPS tripped after 2 minutes of fault occurrence. 

• 400 kV Obra B-Panki ckt also tripped after 2 minutes of fault 

occurrence. 

• 400 kV Rewa Road-Panki ckt tripped within 2300ms of fault 

occurrence. 

• Station transformer and 100MVA 220/132 kV ICTs tripped after 

2600ms of fault occurrence. 

 

14. As per UP Report: 

 



15. As per Anpara A TPS Report: 

 
 



 
 

16. Such delayed clearance of fault near generating complex may have 

resulted into major catastrophe in the grid and it shall be prevented for 

reliable and secure grid operation. 

17. Preliminary Report has been received but DR/EL, detailed report and 

remedial measures report is still awaited from UPPTCL. 

 

Points for Discussion: 

1. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

2. Availability and healthiness of bus bar protection at Obra-B TPS at the 

time of tripping to be shared. 

3. Is Pole discrepancy protection operated at 400 kV Obra-B TPS of 400kV 

Obra B TPS-Anpara TPS ckt? 

4. Reason for delayed clearance of fault to be shared. 

5. Reason of delayed bus bar protection operation at Anpara A TPS? 

(2.3second after fault occurrence time) 

6. There is a significant difference between tripping of elements at 400kV 

Obra B TPS and Anpara TPS. Exact sequence of event needs to be 

checked and reported. 



7. Reason of tripping of units at Obra-B TPS? What protection operated for 

Obra-B TPS units? 

8. Reason of station transformer and 220/132kV ICT tripping at Obra-A 

TPS? 

9. Reason of immediate tripping of Rewa Road-Obra B TPS from Rewa 

Road end? 

10. Reason delayed tripping of 400 kV Obra B TPS-Panki from Obra B end? 

11. Such delayed clearance of fault near generating complex may have 

resulted into major catastrophe in the grid and it shall be prevented for 

reliable and secure grid operation 

12. Points raised in 148th OCC Meeting: 

a. Operational issue at Obra-B TPS. If Y&B-phase breaker stucked 

than that bus should vacate by opening of all the connected line 

from remote end. 

b. Communication issue between Anpara-A TPS and Obra-B TPS 

c. Operational issue as before opening of line side isolator and closing 

of earth switch O&M staff should check the line voltage in Y&B-

phase. 

d. Origin of fault. 

e. Reason of fire in Obra-B TPS switchyard. 

f. Reason of breaker stuck at Obra-B TPS and remedial measures 

 

13. DR/EL and detailed report considering remedial measures is still awaited 

from UPPTCL. 

 

 

NRLDC representative informed that this point was already discussed in OCC 

meeting but action point and remedial measures report is still awaited from UP. 

No representative from UPRVUNL presented during the meeting. 

 

NRPC raised concern about absence of concerned person from constituents 

specially from generation side and requested all the STU/SLDC to share the 

feedback with generators. 

 

NRPC would also write letter to all the heads of state generating companies for 

presence in the various RPC meeting.   

 

 

 

F. Complete outage of Tehri-Koteshwar HEP complex at 19:15hrs of 29th May 

2018 



 

Event category: GD-1 

Generation loss: 600MW (As per THDC report)  

Loss of load: Nil  

Energy Unserved: Nil  

 

Data Summary received/available at NRLDC: 

Description   Fault Info Remarks 

Fault Clearance Time   
100ms & 
2360ms 

As per PMU data 

Phase  of the fault   B-N fault As per PMU data 

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

THDC & POWERGRID Available   

DR/ EL  
THDC Received After 24hrs 

POWERGRID Not Received   

Preliminary Report  
THDC Received After 24hrs 

POWERGRID Not Received   

Detailed Report 
THDC Not Received   

POWERGRID Not Received   

    Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA 
Technical Standard for 
Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 

THDC & 
POWERGRID 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Correct operation of 
Protection System 
4. Delayed Clearance of 
fault 
5. Adequately 
Sectionalized and graded 
protective relaying system 



( 6.1, 6.2, 6.3) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning 
Criteria 

 

Based on above information description of the events is: 

 

1. Connectivity Diagram and SLD of 400 kV Tehri HEP: 

 
 

 

2. 400kV Tehri HEP and Koteshwar HEP are connected to 400kV 

Koteshwar(PG) S/S through 400kV D/C lines each. 400kV Koteshwar(PG) 

is further connected to 400kV Meerut(PG) through a 400kD/C having FSC 

on both circuits. Tehri and Koteshwar HEP have 4x250MW and 4x100MW 

of generation capacity respectively.  



3. Antecedent Condition: 

• 400kV Koteshwar (THDC)-Koteshwar (PG)-2 and suspected to be 

under outage (THDC may confirm): THDC informed that this line was 

in service. 

• Unit #1, #2 & #4 running at Tehri HEP 

• Unit #1 & #3 running at Koteshwar HEP 

• FSC of 400kV Koteshwar(PG)-Meerut(PG)-2 out 

4. At 19:15hrs, B-N fault occurred. All elements at Koteshwar HEP tripped. 

5. At 19:18hrs, B-N fault occurred. It seems fault was in 400kV Meerut-

Koteshwar (PG) ckt-2 and didn’t clear timely. 

6. Due to this, units at Tehri tripped on 51NGT protection stage-1 & 2 after 

1.2sec & 1.6sec. 

7. Name of the tripped elements are as below: 

• At 19:15hrs: Koteshwar HEP complete outage 

i. 400kV Koteshwar (THDC)-Koteshwar (PG)-1 at 19:15hrs 

ii. Unit #1 & #3 at Koteshwar HEP 

• At 19:18hrs: Tehri HEP complete outage 

i. Unit #1, #2 & #4 at Tehri HEP 

ii. 400kV Koteshwar (PG)-Meerut (PG)-2 

8. As per THDC Report: 

• Tehri HEP was running with 3-Units at total station load of 399MW as 

per the schedule.  

• At 19:15hrs, Zone-2 distance protection operated in Line-1 and 

subsequently A/R operated in B-phase. As per the DR, A/R operating 

cycle was approx. 1.1 second. Fault location recorded by protection 

relay was about 12.57Km from Tehri end.  

• After 3 min at 19:18hrs, again disturbance in both the lines was 

reported and the duration was quite large resulting in tripping of bus 

coupler and CBs of all the generating Units of Tehri HEP on operation 

of 51NGT(earth fault at 400kV side) stage-1 and Stage-2 after the pre-

set delay of 1.2 & 1.6 sec. respectively.  

• On analyzing the fault, it indicates that fault existed at 400kV KPS-

Meerut section, which was not cleared at KPS end. Hence, delay in 

clearing the fault reflected at Generator end causing unbalance in the 

system resulting in operation of 51NGT.  

• DR of Main-2 relay of both the Tehri-KPS lines are attached. DR PC 

installed at Tehri by PGCIL is unable to download the disturbance from 

the Main-1 relays of both the lines as it is not communicating and the 

same needs to be rectified on priority. 

• Further, it is pertinent to mention here that this was the 5th incident in 

the current month w.r.t. fault in Tehri-KPS Lines. Other incidents which 



had occurred on 30.04.18, 02.05.18, 09.05.19&13.05.18 have been 

appraised to PGCIL vide letter no. THDCIL/Tehri/DGM(O&M)/F-88/73 

dated 16.05.18(attached) for taking necessary action to avoid any 

unanticipated tripping of lines & units of Tehri HEP in future. The DR of 

all the incidents is being attached herewith for ready reference. 

 

9. As per DR details: 

 
 



 
 

 
 



 
 

 
 



 

 
 



 
 

 



10. PMU plots: 

 

 
 

 



 
 

 
 

 



 
 

 
 

 



11. As per SCADA SLD: 

 

 
 

 



 

 
 

12. As per SCADA data plot: 

 
 

 



13.  As per SCADA SoE: 

 

 
 

14. As per PMU & SCADA data: 

• B-N fault occurred at 19:15:29.000hrs and cleared in ~100ms. 

• After 3 min, a B-N fault again occurred at 19:18:45.720hrs and cleared 

with delay of 2360ms at 19:18:48.080hrs. 

• 400kV Koteshwar PG(end)-KoteshwarTH-1 tripped at 19:15:32.490hrs 

i.e. after ~3.5sec of fault. 

• 400kV Koteshwar PG(end)-Meerut-2 tripped at 19:18:48.160hrs i.e. 

after ~2.5sec of second fault. 

• Unit #4 at Tehri tripped at 19:18:48.600hrs i.e. after ~3sec of fault 

whereas Unit #1 & #2 tripped after ~5sec of fault. 

 

15. As per POWERGRID Report: 



 
 

POWERGRID/ THDC representative informed the following during the 

meeting: 

1. At 19:15hrs, B-N fault occurred in 400 kV Koteshwar (PG)-Tehri ckt-1, this 

line tripped and successfully A/R.  

2. After 3.5second, 400 kV Koteshwar (PG)-Koteshwar (THDC)-1 also 

tripped on DT received from Koteshwar (THDC) end. 

3. At 19:18hrs, fault occurred in 400 kV Meerut-Koteshwar (PG) ckt-2. Fault 

was highly resistive in nature and faulted phase of the line tripped from 

Koteshwar (PG) end in 600-700ms and again A/R from Koteshwar (PG) 

end. 

4. Reason for tripping of 400kV Koteshwar (PG)-Koteshwar (THDC)-1 at 

19:15:32.490hrs i.e. after ~3.5sec of fault to be shared.  

• At 19:15hrs B-N fault observed in 400 kV Koteshwar (PG)-Tehri 

ckt-1, line tripped in Z-1 and successfully A/R after 1000ms. During 

initial B-N fault in the line, 400 kV Koteshwar (PG)-Koteshwar 

(THDC) ckt-1 also tripped in Z-1 from Koteshwar (THDC) end. Line 

didn’t A/R and finally tripped after 2.5second on Pole Discrepancy 

(PD). Koteshwar (THDC) end send the DT (direct trip) to remote 

end (Koteshwar-PG) of the line. 

 

5. Tehri unit-2, 1 & 3 tripped at 19:18:47.345hrs, 19:18:47.352hrs and 

19:18:47.365hrs respectively on back up earth fault (51NGT) protection of 

unit GT (generator transformer) at Tehri HEP. 



6. Reason for staggered tripping of units at Tehri in ~3sec and ~5sec of fault 

occurrence to be looked into and shared: 

• It may be due to SCADA signal of unit CB come to RLDC control 

room and unit CB opening time is different from protection 

operation time. THDC reported time is for protection operation at 

unit GT. 

 

 

 

G. Multiple Element tripping at 220kV Sarna (Punjab) on 01st Jun 2018 at 

15:50hrs 

 

Event category: GD-1  

Generation loss: Nil (As per Punjab Report) 

Loss of load: 60MW (As per Punjab Report) 

Energy Loss: ___MU (Punjab may confirm) 

 

Data Summary received at NRLDC: 

Description   Fault Info Remarks 

Fault Clearance Time   580ms As per PMU data 

Phase  of the fault   
Maximum dip 
in B-phase 

As per PMU data 

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

Punjab Available   

DR/ EL  

Punjab Received  After PSC Agenda 

POWERGRID Not Received   

J&K Not Received   

Preliminary Report  

Punjab Received  After PSC Agenda 

POWERGRID Not Received   

J&K Not Received   

Detailed Report Punjab Received  After PSC Agenda 

    Description Clauses Utility Remarks 



Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 
3. CEA (Technical 
standards for connectivity   
to   the   Grid)   Regulation, 
2007-6. 4.d 
4. 43.4.A of CEA Technical 
Standard for Construction 
of Electrical Plants and 
Electric Lines; 
5. CEA (Technical 
standards for connectivity 
to the Grid) Regulation, 
2007: Schedule Part 1. ( 
6.1, 6.2, 6.3) 

Punjab 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Adequately 
Sectionalized and graded 
protective relaying system 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 

POWERGRID, 
J&K 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  

 

Based on above information description of the events is: 

1. Connectivity Diagram: 

 
 



 
 

2. 220 kV Sarna HEP connected with Wadala Granthian four ckt (one ckt 
LILOed at Tibber), RSD (Ranjit Sagar Dam) four ckt, Kishenpur D/C, 
Dasuya D/C, Sujanpur Railway D/C, Hiranagar S/C, Udhampur S/C, one 
ICT of 220/132kV & one ICT of 220/66kV.  

3. Bus scheme is double bus single breaker scheme at 220kV Sarna 
stations. 

4. In antecedent condition: 

• As per SCADA data, it seems 220 kV Bus-2 of Sarna (Punjab) 
was already under outage 

• 220 kV Sarna-Wadala granthian ckt-1 & 2, 220 kV Sarna-RSD 
ckt-3 & 4 was also under outage 

 
5. CT (Current Transformer) of 220 kV Sarna (end)-Wadala granthian ckt-4 

bursted and resulted into bus fault for 220 kV Sarna (Punjab). 
 

6. Name of the tripped elements: 

• 220 kV Kishenpur-Sarna ckt-1 &2  

• 220 kV Sarna-Wadala ckt-IV 

• 220 kV Sarna-Timber ckt 

• 220 kV Sarna-Dasuya ckt 

• 220 kV Sarna-Hiranagar (J&K) ckt 

• 220 kV Sarna-Udhampur ckt 

• 220 kV Sarna-RSD ckt-1 & 2 
 

7. PMU plot of frequency, df/dt and phase voltages: 



 

 
 

8. As per PMU and SCADA data: 

• B-N fault observed at 15:50:14.160hrs 

• Voltage dip observed in Blue phase. 

• Fault clearance time 580ms.  



 
 

• SCADA MW flows: 
 

 
• SCADA SoE: 



 
 

9. Punjab report received after preparation of Agenda of the meeting. It was 
observed that Punjab is continuously violating the IEGC clause 5.2.r which 
states that “All the Users, STU/SLDC and CTU shall send information/ 
data including disturbance recorder/sequential event recorder output to 
RLDC within 24 hours for purpose of analysis of any grid 
disturbance/event. No User, SLDC/STU or CTU shall block any 
data/information required by the RLDC and RPC for maintaining reliability 
and security of the grid and for analysis of an event” 
 

10. As per Punjab Report: 



 



 
 



 



 
 



 
 



 
 

• Fault was in 220 kV Sarna-Wadala Granthian ckt-1 at Sarna 
end. (CB blast) 

• Bus Bar Protection at 220 kV Sarna was not healthy. ABB make 
Centralized Bus Bar Protection was suitable for 18bays and two 
year back one more bay with ICT came in service at 220 kV 
Sarna. At that time bus bar protection was taken out of service. 
Work order for correcting the ABB make bus bar protection has 
been issued and would be corrected in another three months. 

• Reverse zone setting of all the feeders changed to 160ms 
except POWERGRID bays at 220 kV Sarna station. Bus coupler 
setting was 100ms 

• 220 kV Sarna-Wadala Granthian ckt-2 tripped from Wadala end 
in Z-2 

• All other 220 kV ckt connected to Punjab is tripped from Sarna 
end in reverse zone after 160ms of fault occurrence. 

• 220 kV elements connected to 220 kV Kishenpur (PG), Dasuya 
D/C and Hiranagar S/C tripped from remote end in Z-2. 

 
 

Punjab/POWERGRID informed following during meeting: 

1. Reason of outage of 220 kV Bus-2 at Sarna (Punjab): 220 kV Bus-2 was 

not under outage. 

2. If 220 kV bus-2 was not under planned outage, reason of tripping of 

complete station to be looked into: All the feeders were coupled through 

both the buses through bus side isolator. Physically both the 220 kV buses 

were coupled through bus side isolator of both buses along with bus 



coupler. Bus coupler setting was already 100ms with back up over current 

setting. Instruction has been issued for separating the bus side isolator 

and connect only one side of bus isolator 

3. Exact location of fault to be reported: 220 kV Sarna (end)-Wadala 

Granthian ckt-1. Breaker limb was damaged at Sarna end. 

4. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared: Detailed report 

submitted. 

5. Reason of delayed clearance of fault: Delayed clearance of fault was due 

to co-ordination issue between Punjab and POWERGRID. Z-4 setting in 

POWERGRID bays was coordinated with Z-2. 

6. Delayed clearance of fault in case of operation of bus bar protection at 

220 kV Sarna (Punjab) needs to be looked into: Z-4 setting of 

POWERGRID bays at Sarna end to be changed from 500m to 160ms. 

POWERGRID would change the setting within 7days 

7. Status of bus bar protection at 220kV Sarna (during incident of 

19.02.2016, it was out of service): Bus Bar Protection at 220 kV Sarna 

was not healthy. ABB make Centralized Bus bar Protection was suitable 

for 18bays. Two year back one more bay with ICT came in service at 220 

kV Sarna. At that time bus bar protection was taken out of service. Work 

order for correcting the ABB make bus bar protection has been issued and 

would be corrected in another three months 

 

 

 

H. Complete outage of 400kV Rosa TPS(UP) at 23:58hrs of 01st June 2018 

Event category: GD-1 

Generation loss: 440MW (As per UP report)  

Loss of load: Nil (As per UP report)  

Energy Loss: ___ MU (UP may confirm) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance Time PMU data 1760ms As per PMU data 

Phase  of the fault PMU data Y-N fault As per PMU data 

    
Description Utilities Status Remarks 

Availability of Digital Data 
(SCADA Data) 

Uttar Pradesh 
Available 
(Partial) 

  

DR/EL Uttar Pradesh Not Received   



Preliminary Report Uttar Pradesh Received Within 24hrs 

Detailed Report Uttar Pradesh Not Received   

    
Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 2007: 
Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of Electrical 
Plants and Electric Lines; 
CEA (Technical standards for connectivity 
to the Grid) Regulation, 2007: Schedule 
Part 1. ( 6.1, 6.2, 6.3) 
CEA (Technical standard for connectivity 
to the Grid, Amendment Regulation 2013), 
part-II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning Criteria 

Uttar Pradesh 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Correct operation 
of Protection System 
4. Delayed Clearance 
of fault 
5. Adequately 
Sectionalized and 
graded protective 
relaying system 

 

Based on above information description of the events is: 

1. Connectivity Diagram: 



 
 

 



 

2. Rosa TPS has following elements at 220kV: Badaun D/C, 

Shahjahanpur(UP) D/C, Dohana S/C, Unit #1, #2; At 400kV: 400kV 

Shahjahanpur(PG) D/C and Unit #3, #4; Rosa TPS has 4x300MW 

capacity. 

3. Antecedent condition and tripped elements as per UP report: 

 
 

4. At 22:58hrs, 400kV Rosa-Shajahanpur-2 tripped on Z-1 from Rosa end 

and 400/220kV ICT-1 at Rosa tripped on differential protection. 

5. At 23:01hrs, 400kV Rosa-Shajahanpur-1 also tripped on Z-1 from Rosa 

end. 

6. Due to tripping of both 400kV Shajahanpur(PG) ckts, loading on 220kV 

Shajahanpur(UP) ckts increased to ~300MW each ckt. To reduce it, unit 

#4 hand tripped. 

7. At 23:52hrs due to heavy system jerk, unit #1 excitation system came to 

manual mode. There were heavy disturbance in generator terminal 

voltage and reactive power in all three running units which came on house 

load due to load thrown off and OPC acted several times in all units.  

8. 220kV line CBs were closed at Rosa TPS but none of them were taking 

load.  

9. Unit #1, #2 were hand tripped whereas unit #3 tripped on generator 

protection at 23:58:04hrs. 

10. As per UP Report: 

 



 
 



  



  
 



  
 

11. PMU plots: 

 



 

 
 

 
 



 

12. As per SCADA data: 

 
 

 
 



 
 

 



 

13. As per PMU & SCADA data: 

• B-N fault occurred at 22:58:16.560hrs and cleared timely. 

• Two successive Y-N faults occurred at 23:55:54.880hrs and 

23:55:56.240hrs with delayed clearance of fault.  

• Tripping / Manual opening of multiple elements captured in SCADA 

SoE.  

14. Preliminary Report, Detailed Report is received form UP. DR/EL along 

with remedial measures report is still awaited from UP. 

 

Action Points: 

1. At 22:58hrs, 400kV Rosa-Shajahanpur-2 tripped on Z-1, fault cleared 

timely as seen from PMU. However, 400/220kV ICT-1 also tripped on 

differential protection. Reason for tripping of ICT, setting of differential 

protection, coordination between ICT protection and line protection to be 

looked into and shared. 

2. Reason for tripping of Unit #3 at Rosa on V/f protection, setting of V/f 

protection to be looked into and shared. 

3. Reason for fluctuation in V, Q of three running units, relevant plots 

showing such variation to be looked into and shared. 

4. At 23:55hrs, reason for delayed clearance of fault to be looked into and 

shared. 

5. At 23:55hrs, sequence of event of tripping of elements around Rosa area 

to be ascertained and shared. 

6. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

 

No representative from UPRVUNL presented during the meeting. 

 

NRPC raised concern about absence of concerned person from constituents 

specially from generation side and requested all the STU/SLDC to share the 

feedback with generators. 

 

 

I. Multiple Element tripping at 400kV Singrauli (NTPC) & Anpara (UP) Station 

at 15:24hrs of 02nd Jun 2018 

 

Event category: GD-1 

Generation loss: 1100MW  

Loss of load: Nil (UP may confirm)  



Energy Loss: ___MU (UP may confirm)  

 

 

Data Summary received/available at NRLDC: 

Description   Fault Info Remarks 

Fault Clearance 
Time 

  100ms As per PMU data 

Phase  of the fault   Multiple fault As per PMU data 

    Description Utilities Present Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

NR and UP Available   

DR/ EL  

NTPC Not Received   

UP Not Received   

POWERGRID Received (Partial) After 24hrs 

Preliminary 
Report  

NTPC Not Received   

UP Not Received   

POWERGRID Received (Partial) After 24hrs 

Detailed Report 
NTPC Not Received   

UP Not Received   

    Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 
3. CEA (Technical standards 
for connectivity   to   the   
Grid)   Regulation, 
2007-6. 4.d 
4. 43.4.A of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric 
Lines; 
5. CEA (Technical standards 
for connectivity to the Grid) 
Regulation, 2007: Schedule 
Part 1. ( 6.1, 6.2, 6.3) 

NTPC & Uttar 
Pradesh 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Adequately 
Sectionalized and graded 
protective relaying system 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 

POWERGRID 
1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  

 

Based on above information description of the events is: 

1. Connectivity Diagram & SLD of Singrauli and Anpara TPS: 



 

 
 

 



 
 

2. In antecedent condition, weather was stormy. 

3. Name of the tripped element: 

• 400 kV Singrauli NTPC-Anpara (UP) ckt 

• 400 kV Singrauli NTPC-Allahabad (PG) ckt-1 & 2 

• HVDC Vindhyachal BtB block-1 

• 200MW Unit-2 & 4 of 400 kV Singrauli NTPC 

• 400 kV Anpara-C to Anpara-D ckt 

• 765/400 kV 1000MVA ICT-II of Anpara TPS 

• Unit-2 (210MW) & 4 (500MW) of 400 kV Anpara (UP) TPS 

 

4. 400 kV Singrauli TPS is connected with Allahabad (PG) D/C, Rihand D/C, 

Vindhyachal D/C, Fatehpur (PG) S/C,  Anpara S/C, Lucknow S/C. It also 

have 5 units of 200MW and two units of 500MW, two 100MVA 400/132kV 

ICT. 400/132kV Singrauli station have DMT (double main transfer breaker) 

scheme, both 400 kV buses have with sectionaliser.   

5. Weather was stormy on 02nd June 2018. 

6. On 02nd June 2018, at 15:18 hrs 400 kV Singrauli-Anpara & 400 kV 

Singrauli-Allahabad ckt-II tripped. Due to breaking of R-Phase CT jumper 

of 400 kV Anpara-Singrauli ckt led to Bus bar protection operation of 400 



kV BUS-I at Singrauli TPS. At the same time 200MW unit#2 & unit#4 at 

400 kV Singrauli TPS also tripped.   

7. At 15:22 hrs, 765 kV Anpara D-Anpara C tripped. After this at 15:24 hrs 

400 kV Singrauli-Allahabad ckt-I & HVDC Vindhyachal pole-I tripped. 

8. At 15:26 hrs , 765/400 kV 1000MVA ICT- II at Anpara C tripped due to 

 differential protection operation due to breakage of its Clamp on R and Y 

Phases & at the same time Unit 2 (210MW) & 4 (500MW) tripped at 

Anpara TPS. 

9. PMU plots: 

 
 



 
 

 
 



 

 



 
 

 



 

 

 
  

 



10. SCADA Analog data and SoE: 

 

 
 

 



 

 



 
 

11. As per PMU data and SCADA data: 

• At 15:18hrs, there is only 0.5 kV dip in all phases of Kanpur PMU. 

(Rihand PMU was not available). It seems there was no bus fault. Bus 

bar protection mal-operated. 

• At 15:22hrs, 765 kV Anpara D-Anpara C tripped. Observation on 

Kanpur PMU, there is 11 kV dip in Y-phase & fault clearing time is less 

than 100ms. 

• At 15:24hrs, 400 kV Singrauli-Allahabad ckt-I & HVDC Vindhyachal 

pole-I tripped. Observation based on Singrauli and Rihand PMU, 

maximum dip in R-phase & fault clearing time is less than 100ms. 

• At 15:26hrs, 765/400 kV 1000MVA ICT- II at Anpara C tripped due to 

 differential protection operation due to breakage of its Clamp on R 

and Y Phases. At the same time, Unit 2 (210 MW) & 4 (500 MW) 

tripped at Anpara tripped. Observation based on Rihand PMU, there is 

6kV dip in Y-phase & fault clearing time is less than 100ms. The 

oscillations were also observed at the time event 

 

12. As per POWERGRID details: 



 
 

 
 



 
 

13. Details received from NTPC after PSC Agenda preparation: 

 



 

 



• At 15:17:41hrs, 400 kV Bus Bar Protection operated for Singrauli Bus-

1 due to CT Jumper breaking and touching with CT dome results in 

bypassing of Current from CT. Connected feeders from Bus-1 tripped. 

Feeders are Anpara Line, Allahabad #2 line, 200MW U#2, 200MW 

U#4, ICT#1, Bus coupler-1 and Bus Section-1. 

• On viewing the relay details and site at SSTPS switchyard, it is 

concluded that R phase CT clamp for jumper connection of Anpara 

line broke due to heavy storm and crossed the CT and further came in 

contact with the IPS thereby bypassing the CT. This has resulted in 

the operation of bus bar protection supervision relays(95 A and 95 CH 

along with 95AX and 95 CHX)  resulting in Bus bar protection of bus#1 

main zone and check zone relays resulting in the tripping of the line 

along with other 400 kV bays in Bus#1. 

• At 15:24:20hrs, 400 kV Singrauli-Allahabad Line # 1 tripped single 

pole for R phase to Neutral Fault. After auto reclosing, fault 

reappeared at 15:24:24 (in breaker reclaim time of 25second) and all 3 

pole of the line tripped. There is no any relation of Bus Bar protection 

tripping with this line. 

• Physical Inspection carried out of 400kV Bus-1 and after confirming 

initiation from Anpara Feeder, system normalized: 

o 16:02 Bus Coupler-1 closed and Charged 400kV Singrauli 

Bus-1. 

o 16:07 ICT#1 Charged 

o 16:25 Allahabad Line-1 Charged 

o 16:38 Allahabad Line-2 Charged 

o 18:23 BusSection-1 Charged 

o 20:16 U#2 Synchronised 

o 20:23 U#4 Synchronised. 

• Remedial Measures suggested in NTPC report: 

o It was concluded that due to hanging type wave trap just 

above CT, Stress occurred due to sway of wave trap during 

heavy wind. This resulted in Bus Fault. This problem referred 

to NTPC CC Engg and suggested to shift wave trap at 

suitable location (near CVT). Also suggestion given for base 

mounted Wave trap. 

 

 

NTPC/POWERGRID/UPPTCL representative informed during the meeting: 

1. Bus configuration in antecedent condition at 400 kV Singrauli and Anpara 

TPS needs to be looked into: NTPC and UPPTCL would separately check 

and inform. 



2. Reason of multiple element tripping at 400/132kV Singrauli TPS: NTPC 

representative informed that Bus Bar protection operated at 400 kV 

Singrauli TPS due to CT bypassing for one of the line CT. POWERGRID 

representative informed that differential pickup setting of bus bar 

differential protection should be less than minimum fault current and 

above than full load current of maximum loaded line from the station. 

NRPC suggested NTPC  to review the bus bar differential setting, CT 

supervision relay and its setting etc for healthy bus bar protection at 400 

kV Singrauli TPS 

3. Reason of tripping of unit-2 & 4 at Singrauli TPS still awaited: These units 

are connected on 400 kV Bus-1 of Singrauli TPS. After operation of bus 

bar protection, all the elements connected to that bus would trip. 

4. As per SCADA SoE, reason of opening of bus sectionaliser of Bus-2A and 

Bus-2B needs to be looked into (as bus bar operation at 400 kV Bus-1 

operated): NTPC representative informed that this point would be checked 

and revert back. 

5. At 15:17hrs during operation of bus bar protection at 400 kV Singrauli 

TPS, exact location of fault to be reported: No fault in the system, line CT 

of 400 kV Singrauli (end)-Anpara ckt bypassed due to opening of jumper 

from wave trap and touched to the dome 

6. Reason of multiple element tripping at 400kV Anpara TPS: No 

representative from UPRVUNL was presented in the meeting. 

7. Reason of tripping of unit-2 & 4 at Anpara TPS still awaited: No 

representative from UPRVUNL was presented in the meeting. 

8. Protection co-ordination of unit protection with line distance protection 

needs to be looked into at 400 Singrauli and Anpara TPS: Singrauli unit 

tripped due to bus bar protection operation, reason of tripping of Anpara 

TPS is still awaited. 

9. At 15:26 hrs, from SOE it can be gathered that 400 kV Anpara-Sarnath 

ckt-I successfully reclosed from Anpara end after 1000ms. Details needs 

to be looked into:  

10. Tripping of Vindhyachal BtB during fault in AC system needs to be looked 

into: Sensitive setting of HVDC over current protection resulted into 

tripping of HVDC Vindhyachal BtB during fault in the HVAC line.  

11. Why all three phase main CB opened at Allahabad (PG) end of 400 kV 

Allahabad-Singrauli ckt-1 in antecedent condition: POWERGRID would 

check and revert back. It may be the signal mapping issue or outage of 

main bay. 

12. Detailed report and supporting DR/EL needs to be submitted by NTPC 

and UPPTCL: Details received from NTPC but still awaited from UPPTCL. 



13. 400 kV Bus Bar Protection mal operation at 400kV Singrauli station needs 

to be checked and corrected: NTPC would check the further details on the 

basis of input received in the meeting and revert back. 

 

Discussion could not concluded due to lack of information and NRPC requested 

all the utilities for timely submission of details during the meeting. This point 

would again discussed in next PSC meeting. 

 

 

J. Multiple Element tripping at 400kV Singrauli (NTPC) Station at 15:05hrs of 

10nd Jun 2018 

 

Event category: GD-1 

Generation loss: 1100MW (As per NTPC report)  

Loss of load: Nil  

Energy Loss: ___MU   

 

 

Data Summary received/available at NRLDC: 

Description   Fault Info Remarks 

Fault Clearance Time   100ms As per PMU data 

Phase  of the fault   Y-N fault As per PMU data 

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

NTPC 
Available 
(Partial) 

  

DR/ EL  
NTPC Received  After PSC Agenda 

UP Not Received   

Preliminary Report  
NTPC Not Received   

UP Received  After PSC Agenda 

Detailed Report 
NTPC Not Received   

UP Not Received   

    Description Clauses Utility Remarks 



Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 
3. CEA (Technical 
standards for connectivity   
to   the   Grid)   Regulation, 
2007-6. 4.d 
4. 43.4.A of CEA Technical 
Standard for Construction 
of Electrical Plants and 
Electric Lines; 
5. CEA (Technical 
standards for connectivity 
to the Grid) Regulation, 
2007: Schedule Part 1. ( 
6.1, 6.2, 6.3) 

NTPC & Uttar 
Pradesh 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Adequately 
Sectionalized and graded 
protective relaying system 

 

Based on above information description of the events is: 

1. Connectivity Diagram & SLD of Singrauli TPS: 

 

 
 



 
 

2. In antecedent condition, weather was stormy. 

3. Name of the tripped element: 

• 400 kV Singrauli-Anpara ckt 

• 200MW Unit-1 of 400 kV Singrauli TPS 

• 500MW Unit-6 of 400 kV Singrauli TPS 

• 500MW Unit-7 of 400 kV Singrauli TPS 

 

4. 400 kV Singrauli TPS is connected with Allahabad (PG) D/C, Rihand D/C, 

Vindhyachal D/C, Fatehpur (PG) S/C,  Anpara S/C, Lucknow S/C. It also 

have 5 units of 200MW and two units of 500MW, two 100MVA 400/132kV 

ICT. 400/132kV Singrauli station have DMT (double main transfer breaker) 

scheme, both 400 kV buses have with sectionaliser.   

5. At 15:05hrs, 400 kV Singrauli-Anpara ckt tripped. 400 kV unit-1, 6 & 7 also 

tripped. 

6. PMU plots: 



 
 

 
 



7. SCADA Analog data and SoE: 

 

 
 

 
 

8. As per PMU data and SCADA data: 

• Y-N fault observed at 15:05:22.880hrs 

• Voltage dip observed in Yellow phase. 

• Fault clearance time 100ms 

• Unit tripping details not captured in SCADA SoE. 

 

9. NTPC submitted the details after PSC agenda, As per NTPC report: 

• Weather condition: Heavy wind and Rainy 



• On 10/06/2018 at 14:44 Hrs 400kV Allahabad Line # 2 Tripped for R 

phase fault at location 51.09% from Singrauli. Fault current in relay for 

R phase was 18.46kA and voltage was 18.75kV. during this incidence 

heavy rain was there. 

• Further at 14:58 Hrs, 132kV Bus -1 tripped on Bus Bar protection for B 

phase to ground fault. Connected feeder to 132 kV bus -1 tripped. 

Feeders are ICT#2, Station Transformer # 1 & 3, CW Transformer # 2 

& 4, Colony Transformer # 2, Renusagar (Pipari) Line, Bus coupler 

and Solar Line ( Vector Surge Protection). 

• This resulted in Loss of Cooling Water SWGR supply (CW System) 

resulted in tripping of 500MW U#7 (at 14:59 Hrs), 500MW U#6 (At 

15:02 Hrs) and 200MW U#1 (at 15:08 Hrs). 

• At 15:05 Hrs 400kV Anpara Line tripped on Y phase fault and auto 

reclose was unsuccessful. Fault current recorded in relay for Y phase 

is 19 kA and 30kV. Fault Location was 2.338kM from Singrauli in 

forward direction. This Line tripping was not related with 132kV Bus 

Bar Protection Tripping. After Physical inspection of Bus and 

confirming bus healthiness normalization started 

• Normalization time: 

o 400 kV Side of ICT # 2 Charged. 

o 16:23 132 kV Side of ICT # 2 Charged (132kV Bus-1 

Charged) 

o 16:29 Station Transformer # 3 charged 

o 16:31 Station Transformer # 1 charged 

o 16:51 CW Transformer # 2 Charged 

o 16:53 CW Transformer # 4 Charged 

o 17:02 132kV Bus coupler Synchronised 

o 17:00 Allahabad Line-2 Synchronised 

o 18:44 Anpara Line Synchronsied 

o 22:08 200MW U#1 Synchronised 

o 11/06/18 02:00 500 MW U#7 Synchronised 

o 11/06/18 03:51 500MW U#6 Synchronised 

 

• Remedial Measures: In 132kV Bus-1 some metal wire found in below 

B phase bus in melted condition. Hence for 132kV/ 400 kV SWYD Bay 

and near area picking up of metal wire to be carried on daily basis. 



 
 

Points for Discussion: 

1. Reason of multiple element tripping at 400/132kV Singrauli TPS. 

2. Exact location of fault to be reported. 

3. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

4. Three phase tripping of 400 kV Anpara (end)-Singrauli ckt during single 

phase to earth fault (R-N fault) in the line needs to be looked into. (As per 

DR details Singrauli end A/R successfully) 

5. Reason of different time of tripping of units at 400/132 kV Singrauli TPS.  

6. Detailed report and supporting DR/EL needs to be submitted. 

7. Unit tripping not captured in SCADA SoE. Availability of digital data needs 

to be looked into 

 

NTPC representative informed following during the meeting: 

1. Units tripping was due to fault at 132 kV bus of 400/132kV Singrauli TPS 

and subsequent tripping of cooling water auxiliary supply failure. 



2. Automatic changeover of stage-2 units (unit-6 & 7) were also not occurred 

and it resulted into unit outage. 

3. Automatic changeover facility is not available in stage-I auxiliary supply of 

400/132 kV Singrauli TPS. Unit-1 of 400/132 kV Singrauli TPS was tripped 

due to auxiliary supply failure after 132 kV bus fault. 

4. Line fault in 400 kV Singrauli-Anpara ckt is altogether different fault from 

132 kV bus fault at Singrauli TPS. It have not any relation with unit tripping 

at Singrauli TPS. 

5. As per DR details of Singrauli end, B-N fault occurred in 400 kV Singrauli-

Anpara ckt. Line successfully A/R from Singrauli end but Anpara end 

didn’t A/R on transient fault.  

6. Reason of multiple element tripping at 400/132kV Singrauli TPS: Fault 

was at 132 kV bus-1 at Singrauli TPS and it resulted into auxiliary supply 

failure. It resulted into multiple unit tripping. Unit-6 & 7 tripped due to 

failure of automatic changeover of auxiliary supply of unit-6 & 7. 

7. Exact location of fault to be reported: Fault was at 132 kV bus-1 at 

Singrauli TPS 

8. Three phase tripping of 400 kV Anpara (end)-Singrauli ckt during single 

phase to earth fault (R-N fault) in the line needs to be looked into. (As per 

DR details Singrauli end A/R successfully): Anpara end details to be 

confirmed by UPPTCL. 

9. Unit tripping not captured in SCADA SoE. Availability of digital data needs 

to be looked into: Separately take up with SCADA team. 

 

NRLDC representative informed that unit-1 tripped after some time and unit- 6  & 

7 tripped immediately during fault at 132 kV bus of Singrauli TPS. It needs to be 

relooked. Reason of the same needs to be updated. 

 

Exact reason of tripping and sequence of unit tripping at Singrauli TPS needs to 

be informed in further detailed report to be submitted by NTPC. 

 

 

 

K. Complete outage of 400kV Merta(RRVPNL) at 16:22hrs of 19th June 2018 

Event category: GD-1 

Generation loss: Nil (Rajasthan may confirm)  

Loss of load: Nil (Rajasthan may confirm) 

Energy Loss: __ MU (Rajasthan may confirm) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 



Fault Clearance Time PMU data 400ms As per PMU data 

Phase  of the fault PMU data R-N fault As per PMU data 

    
Description Utilities Status Remarks 

Availability of Digital 
Data (SCADA Data) 

Rajasthan 
Available 
(Partial) 

  

DR/EL Rajasthan Received  After PSC discussion 

Preliminary Report Rajasthan Received Within 24hrs 

Detailed Report Rajasthan Received  After PSC discussion 

    
Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of Electrical 
Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 6.3) 
CEA (Technical standard for connectivity 
to the Grid, Amendment Regulation 
2013), part-II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning Criteria 

Rajasthan 

1. DR/EL, 
Preliminary report 
within 24hrs  
2. Detailed Report  
3. Correct operation 
of Protection System 
4. Delayed Clearance 
of fault 
5. Adequately 
Sectionalized and 
graded protective 
relaying system 

 

Based on above information description of the events is: 

1. Connectivity Diagram: 



 
 



 
 

2. Merta has following elements at 400kV: Kota-Merta S/C, Sh. Cement-

Merta S/C, Jodhpur-Merta D/C, Heerapura-Merta S/C, Ratangarh-Merta  

S/C, Bikaner-Merta S/C, 400/220kV 315MVA ICT #1 and #2; At 220kV 

four S/C to Kuchera, Bhopalgarh, Pushkar and Makrana are present. 

3. Bus bar protection operated at 400/220kV Merta (RVPNL) due to blast in 

R-Phase main breaker of 400/220kV ICT-2.  

4. It further led to tripping of all 400kV lines and 315 MVA ICT 1 & ICT 2 at 

400/220kV Merta (RVPNL).  

5. At Jodhpur, 400kV Jodhpur-Merta D/C tripped in Z-2 distance protection. 

6. As per jodhpur, Rajasthan Report: 

 

 
 



7. PMU plots: 

 

 
 

 
 



  
8. As per SCADA data: 

 
 

9. As per PMU & SCADA data: 

• R-N fault occurred at 16:22:18.520hrs and cleared with delay in 

400ms. 



• 220kV Makrana-Merta, 400kV Kota-Merta D/C tripped from remote 

end with a delay of ~350ms & ~450ms from time of fault (as observed 

from PMU) respectively.  

10. Preliminary Report is received from Jodhpur (RRVPNL) end but Merta end 

report is still awaited. Rajasthan submitted the details after PSC 

discussion. 

 

Points for Discussion: 

1. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

2. Reason for complete outage of 400/220kV Merta (RRVPNL) and tripping 

of both 400kV buses. 

3. Reason for delayed clearance of fault to be shared. 

4. Reason for tripping of 400kV Kota-Merta D/C, 400kV Jodhpur-Merta D/C 

and 220kV Merta-Makhrana from remote end to be shared. 

 

Rajasthan representative informed following during the meeting: 

1. At 16.17 Hrs. 400kV Merta-Bikaner line and 400kV Merta-Jodhpur-1 line 

tripped on distance protection operation from both end due heavy wind 

storm. Both lines tripped in Z1 from Merta end and Z2 from remote end. 

2. After few minutes R-phase pole of ILT-2 main CB, CT and Isolator 

damaged. It was a fault in ICT differential zone but iCT differential 

protection was not operated. 

3. All remaining line tripped from remote end in Z-2 distance protection 

except 400kV Kota line which is tripped on REF relay operation from 

Merta end and DT received at Kota end.  

4. Transformer differential protection was not operated. Both transformers 

tripped on back up E/F protection after time delay as per characteristics 

curve and LV side CB tripped on inter trip relay operation.  

5. The above fault clears in 400 msec approximately.  

6. Bus bar was not operated because sufficient clearances remains from 

400kV bus (No bus fault). 

7. At 16.25 Hrs. R-phase pole Main CB of ILT-2 damaged due to heavy 

storm. The following lines/transformers tripped due this reason. 

a. 400kV Kota (PG) line tripped on REF relay operation of 50MVAR 

line reactor of Merta end of 400 kV Kota (PG)-Merta ckt. REF relay 

operate due to stabilizing resistance of REF circuit wire broken and 

looped with earthed strip. Kota end tripped due to DT received. 

b. 400kV Ratangarh line tripped in Z2 from remote end. 

c. 400kV Heerapura line tripped in Z2 from remote end. 



d. 400kV Jodhpur-2 line tripped in Z2 from remote end. 

e. 400kV Beawar (SCL) line tripped in Z2 from remote end. 

f. 400/220kV 315 MVA ILT-1 tripped on back up E/F over current 

protection 

g. 400/220kV 315 MVA,ILT-2 tripped on back up E/F over current 

protection 

h. 125MVAR bus reactor tripped on back up impedance protection 

 

 

 
 

8. Due to heavy storm 400kV Merta-Bikaner and 400kV Merta-Jodhpur-1 line 

tripped on distance protection from both end. It was tripped 10 minutes 

 

NRLDC representative informed that as per location of fault, this fault would 

come in the bus bar differential zone instead of ICT differential protection. 

POWERGRID representative also supported the views of NRLDC.  

 

NRPC also suggested to Rajasthan to review the non-operation of bus bar 

protection. 

 

Rajasthan may please relooked the location of fault and reason of non-operation 

of bus bar protection at 400 kV Merta (Raj). 

 

 



 

L. Multiple element tripping at 400/220kV Agra (UP) Station at 15:13hrs of 21st 

Jun 2018 

 

Event category: GD-1 

Generation loss: Nil  

Loss of load: 550MW (UP may confirm about load loss)  

Energy Loss: _____MU (UP may confirm)  

 

Data Summary received/available at NRLDC: 

Description   Fault Info Remarks 

Fault Clearance Time   NA As per PMU data 

Phase  of the fault   NA As per PMU data 

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

Uttar Pradesh 
Available 
(Partial) 

  

DR/ EL  
Uttar Pradesh Received After 24hrs 

POWERGRID Not Received   

Preliminary Report  
Uttar Pradesh Not Received After 24hrs 

POWERGRID Not Received   

Detailed Report Uttar Pradesh Received  After PSC meeting 

    Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA 
Technical Standard for 
Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2, 6.3) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 

Uttar Pradesh 
& 
POWERGRID 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Correct operation of 
Protection System 
4. Adequately 
Sectionalized and graded 
protective relaying system 
5. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 
 



 

 

Based on above information description of the events is: 

1. Single Line Diagram of 400 kV Agra (UP): 

 
 

2. 400 kV Agra (UP) is connected with Fatehabad (UP) D/C, Agra (PG) S/C 

and Unnao S/C. It also have three 400/220 kV ICTs 

(2*500MVA+1*315MVA). 

3. 400 kV Agra (UP) has double main and transfer scheme. 

4. 400kV Agra(UP)-Unnao(UP) under planned S/D from 29-Apr-18 to 22-

Jun-18 for Diversion of line (Tower no 591 - 596) due to Firozabad bypass 

Road of NHAI. 

5. As reported, bus bar protection mal-operated at 400kV Agra (UP). All 

400kV connected elements tripped. 

6. Tripped elements: 

• 400kV Agra(UP)-Fatehabad(UP) D/C 

• 400kV Agra(UP)-Agra(PG) 

• 400kV/220kV 500MVA ICT #1, #2 at Agra(UP) 

• 400kV/220kV 315MVA ICT #3 at Agra(UP) 

 

7. PMU plots: 



 
 

 

 
 

 



8. SCADA SoE: 

 
 

9. SCADA Analog data of UP demand met: 

 
 

10. As per PMU data and SCADA SoE: 

• No fault observed.  

• Rise in 400kV voltage at Agra(UP) observed at 15:13:58.640hrs. Rise 

in voltage was due to load loss in the system 

• 400/220kV 315MVA ICT #3 tripped at 15:13:33.405hrs whereas 

500MVA ICT #2 tripped after 24sec at 15:13:57.874hrs. 

• No other element tripping captured in SCADA SoE 

 



11. UPPTCL has submitted the Preliminary Report, flag details and report 

after PSC meeting. 

 

UPPTCL representative informed during the meeting: 

 

 

 



 
 

1. Reason of complete outage may be due to bus tied operation at 400 kV 

Agra (UP). 

2. 400/220 kV ICT-3 at Agra (UP) was manually opened, breaker didn’t open 

due to DC supply failure. 

3. Static Bus Bar Protection of 400 kV Agra (UP) would be replaced with new 

numerical bus bar protection in the month of November 2018. 

4. Reason for tripping of all elements at 400 kV Agra (UP) to be shared: Mal-

operation of 400 kV bus bar protection and bus tied operation at 400 kV 

Agra (UP) 

5. As per SCADA SoE, difference of around 24 seconds observed between 

tripping of 400/220kV ICT #2 and #3. Reason for the same to be shared: It 

would be separately checked  

6. As per PMU, Rise in 3-pase voltage occurred at 15:13:58.640hrs whereas 

tripping of relevant elements in SCADA SoE occurred at 15:13:33.405hrs 

and 15:13:57.874hrs. Time synchronization of digital SCADA status at 

400kV Agra (UP) to be looked into: It would be informed to SCADA and 

telecommunication and would be checked separately. 

7. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared: Exact sequence of 

event could not conclude due to non-availability of time synchronized data 

from 400 kV Agra (UP) 



8. Preliminary Report, DR/EL and detailed report is still awaited from 

UPPTCL: Submitted at the time of PSC meeting 

 

Exact sequence of event could not conclude due to non-availability of time 

synchronized data from 400 kV Agra (UP) however as per information received, 

complete station outage shall be due to mal-operation of 400 kV bus bar 

protection and bus tied operation at 400 kV Agra (UP).  

 

NRLDC raised concern about non-availability of time synchronized data (DR/EL) 

from most of the NR utilities and continuous non-compliance of earlier decision of 

NRPC-PSC meeting. 

 

NRPC raised concern about non-compliance of CEA Grid standard at 400 kV 

station in the grid as static bus bar protection was implemented instead of 

numerical bus bar protection. 

 

 

 

M. Multiple element tripping at 400/220 kV Sultanpur (UP) at 20:45hrs of 08th 

July 2018 

Event category: GD-1 

Generation loss: Nil (UP may confirm)  

Loss of load: 338MW (UP may confirm)  

Energy Loss: __ MU (UP may confirm) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance Time PMU data 2040ms   

Phase  of the fault PMU data 
Y-B phase to 
earth fault 

  

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

Uttar Pradesh 
Available 
(Partial) 

  

DR/ EL  
Uttar Pradesh Not Received Submitted Flag details 

POWERGRID Not Received   

Preliminary Report  
Uttar Pradesh Received Within 24hrs 

POWERGRID Not Received   

Detailed Report Uttar Pradesh Received   

    



Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA 
Technical Standard for 
Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2, 6.3) 

Uttar Pradesh 
& 
POWERGRID 

1. DR/EL, Preliminary 
report within 24hrs  
2. Correct operation of 
Protection System 
3. Adequately 
Sectionalized and graded 
protective relaying system 

 

Based on above information description of the events is: 

1. Connectivity Diagram: 

 
 



 
 

2. 400 kV Sultanpur (UP) is connected with Azamgarh (UP) S/C, Lucknow 

(PG) S/C, Obra (UP) S/C and it also have three ICTs 

(2*315MVA+1*240MVA). 220 kV Sultanpur (UP) is connected with 220 kV 

Tanda S/C, 220 kV New Tanda S/C, 220 kV Pratapgarh S/C and 220kV 

Sohawal (UP) S/C. 220 kV Sultanpur (UP) also have two ICTs 

(1*200MVA+1*160MVA). 

3. 400/220 kV Sultanpur (UP) have DMT (double main transfer breaker) 

scheme. 

4. At 220kV substation Sultanpur (UP), main bus B was under shutdown.  

5. After returning the shutdown at 20:16hrs, both 200MVA and 160MVA, 

220/132kV transformers were taken on 220kV bus B and then 220kV side 

of 315MVA ICT- 3 was being transferred to 220kV bus B with closing of  

bus side isolator manually. 

6. During the closing of isolator, flashing occurred between isolator contacts 

which increased further. Upon seeing heavy flashing, operator moved 

away from the site of isolator and informed control room. 

7. After checking, it was found that during closing of isolator, high flashing 

occurred between jaws and operator stopped further operation of isolator. 

Intensity of flashing increased further after opening of 220kV bus coupler 

at 220kV substation Sultanpur which completely damaged the jaws and 

molten metal touched the structure which created fault. Spots were 

observed on isolator structures of Y & B phases. Fault current were also 

found in Y & B phases. This resulted into tripping of all 3 lines from other 

end in zone-3. 400/220kV ICTs did not trip. It was analysed that in such 



magnitude of fault current, operating time of IDMT relay for backup 

protection could have been more than zone-3 operating time. 

8. At 220kV substation, all charged 220kV lines and transformers were 

tripped manually 

 

9. Name of the tripped elements are as below: 

• 400 kV Sultanpur (UP)-Obra (UP) 

• 400 kV Sultanpur (UP)-Lucknow (PG) 

• 400 kV Sultanpur (UP)-Azamgarh (UP) 

• 400/220 kV three ICTs (2*315MVA+1*240MVA) 

• 220 kV Sultanpur (UP)-Tanda 

• 220 kV Sultanpur (UP)-New Tanda 

• 220 kV Sultanpur (UP)-Sohawal (UP) 

• 220 kV Sultanpur (UP)-Pratapgarh (UP) 

 

10. As per UP report: 

 
 



 
 

A. Introduction 

1. Time & Date of Event:   20:45 hrs on 08.07.2018 

2. Substation(s) affected along with voltage level:   400kV substation, Sultanpur and 220kV substation Sultanpur 

3. Brief Event Summary:             At 220kV substation Sultanpur, main bus B was under shutdown. After returning the 

shutdown at 20:16hrs, both 200MVA and 160MVA, 220/132kV transformers were taken 

on 220kV bus B and then 220kV side of 315MVA ICT- 3 was being transferred to 220kV 

bus B with closing of  bus side isolator manually. During the closing of isolator, flashing 

occurred between isolator contacts which increased further. Upon seeing heavy flashing, 

operator moved away from the site of isolator and informed control room. At the 

occurrence of flashing, all 3numbers 400kV line at 400kV substation tripped from other 

end and 3 numbers 400/220kV ICTs were tripped manually. At 220kV substation, all 

charged 220kV lines and transformers were tripped manually. Which caused total outage 

of both substations. 

 

B. Antecedent Conditions 

1. Weather Information:      Clear. 

2. Additional relevant information viz. power flow, shutdowns etc:   220kV Main bus-B and 220kV Tanda Thermal 

line were under shutdown.  

 

C. Event data 

1. Change in Frequency. Not known. 

 

2. Generation Loss/Load Loss:   Total 338MW  export on 220kV and 132kV lines and 132/33kV transformers.  

 

3. Single Line Diagram (SLD) of affected Area: SLD depicting bus  

scheme/configuration of all the affected stations along with digital    enclosed.  

open/close status of all CB/Isolator of affected voltage level buses   

indicating availability of various elements viz. Buses, Lines, ICT, Reactor etc. 

 
 



4. Name and time of the tripped elements in time chronology: Based upon time stamped event log, DR etc.:    

 

Time of tripping  20:45hrs 

At 400kV substation Sultanpur:  

 (i) 400kV PGCIL Lucknow line 

(ii)400kV Obra line 

(iii)400kV Azamgarh line 

(iv) 400/220kV 315MVA ICT-1 (Manually opened) 

(v) 400/220kV 240MVA ICT-2 (Manually opened) 

(vi) 400/220kV 315MVA ICT-3 (Manually opened) 

 

 At 220kV substation Sultanpur: Manually opened: 

  (i)220kV Pratapgarh 

  (ii)220kV New Tanda 

  (iii)220kV Tanda Thermal 

  (iv)220kV Sohawal 

  (v)220kV Bus Coupler 

  (vi) 160MVA 132/33kV Transformer 

  (vii) 200MVA 132/33kV Transformer 

   And all 132kV lines(6nos.) and 132/33kV Transformers(3nos.) 

             

5. Location and type of fault:  Location of fault was on 220kV bus side isolator of 315MVA 400/220kV ICT-3. 

 

6. Flag Details, DR and EL for each affected element:  Flag details enclosed. DR not triggerred due to no tripping of 

lines and ICTs at 400kV substation Sultanpur. Only Reactor of 400kV Obra line tripped which sent direct trip to 

Obra. Static relay is installed for Reactor protection. DR snapshot obtained from PG Lucknow is enclosed. EL 

shows no event. 

 

7. Appropriate Graphical Plot: Including SCADA data/ print out of DR and EL 

details. It may be separately annexed:      

  
 
D. Event Description/ Analysis of the Event 

9. Description: Detailed description including the reference of DR/EL and explanation based on pt. C. Event data.:  

After checking, it was found that  during closing of isolator, high flashing occurred between jaws and operator 

stopped further operation of isolator. Intensity of flashing increased further after opening of  220kV bus coupler at 

220kV substation Sultanpur which completely damaged the jaws and molten metal touched the structure which 

created fault. Spots were observed on isolator structures of Y and B phase. Fault current were also found in Y and B 

phase. This resulted into tripping of all three lines at other end in zone-3. 400/220kV ICTs did not trip. It was 

analysed that in such magnitude of fault current, operating time of  IDMT relay for backup protection could have 

been more than zone-3 operating time. 

 

E. Restoration 

10. Restoration time of tripped elements in time chronology. 
At 400kV substation Sultanpur: 

1. 400 KV Sultanpur  – PG Lucknow line         at 21:58 hrs 

2. 400 KV Sultanpur – Azamgarh line               at 22:35 hrs 

3. 400/220kV  240 MVA T/F –2               at 23:06 hrs 

4. 400/220kV  315 MVA T/F –II   at 23:27 hrs  through transfer bus. 

5. 400kV Sultanpur  – Obra line  at 00:10hrs (on 09.07.2018)   

6. 400/220kV  315 MVA T/F –II   at 00:31hrs (on 09.07.2018 

At 220kV substation Sultanpur: 

1. 220kV Sultanpur – Sohawal line  at 21:32 hrs 

2. 220/132kV 200MVA T/f    at 21:32 hrs 

3. 220/132kV 160MVA T/f   at 21:32 hrs 

4. 220kV Sultanpur - Pratapgarh  at 21:54 hrs 

5. 220kV Sultanpur – New Tanda  at 22:14 hrs 

6. 220kV Sultanpur – Tanda Thermal  at 23:43 hrs 

 

F. Remedial Action 

• Remedial Action Taken:  Isolator is being replaced. 

• Remedial Action to be taken along with time frame.  

 

G. Lesson Learnt:  In this case stucking of isolator during closing operation and increase in severity of fault with 

the opening of 220kV Bus coupler at 220kV substation caused total outage at 400kV and 220kV substations. 

Motorised operation of isolator has been recommended.   



11. PMU plots: 

 
 

 
 



 
 

 
 

 



12. Flag details received from UP: 
Sl.no. Name of transmission line Time of tripping Time of closing Line length Flags detail

At Sultanpur end At other end

1 400kV Sultanpur - PGCIL, Lucknow 20:45hrs 21:58hrs 163.6km no flag

2 400kV Sultanpur - Azamgarh 20:45hrs 22:35hrs 123.2km no flag

3 400kV Sultanpur - Obra 20:45hrs 00:31hrs 

(09.07.2018)

230km

Main protection trip, A/R 

unsuccessful,CB trip. Zone-III,   

B phase, distance 464km,Fault 

current= 1.332kA

Gen trip, Y-ph pickup, B-pickup, 

Zone-III,86 Main & I/C breaker, 

over voltage alarm, Fault 

current= 1.14kA, IL3= 1.33kA

Main I&II Definitive trip, A/R 

block, L2-E ON, L3-E ON,Dist 

loop L2-3f,  Dist 139.1%, IL1= 

0.53kA IL2= 1.69kA IL3 = 1.54kA

no flag on line 

protection. Reactor 

protection 

operated 86R.

 
 

13. As per SCADA Analog data: 

 
 

14. Sequence of events (As per SCADA data): 

 

 



15. As per PMU & SCADA data: 

• Y-B fault occurred at 20:45:51.440hrs and cleared at 20:45:53.480hrs. 

Hence. Delayed clearance of fault in 2040ms observed. 

• Opening of both Sultanpur CBs (Azamgarh station has ring main bus 

scheme) from Azamgarh is observed at 20:46:09.026hrs and 

20:46:16.944hrs.  

• No other tripping captured in SoE. 

 

16. Preliminary Report DR/EL and Detailed Report received from UPPTCL. 

 

UPPTCL representative informed during PSC meeting: 

1. The fault seems to be a bus fault. Hence, availability of bus bar protection 

at 220 kV Sultanpur (UP) and its operation at the time of tripping to be 

confirmed: This was not a 220 kV bus fault. Only 200 MVA and 160 MVA 

(220/132 kV) transformers have been  connected to bus B after returning 

of shutdown of bus B and 220 kV side of  315 MVA  400/220 kV ICT-3 

was being transferred to 220 kV bus B.  After opening of 220 kV bus 

coupler, no other source was available on bus B. Hence bus bar fault 

condition did not arise. ERL make Bus bar protection is commissioned at 

220 kV substation Sultanpur but presently inoperative due to alarm. M/s 

ERL engineer is being pursued to rectify the fault till then interim 

arrangement as alternative to bus bar protection has been made 

 

2. Setting of backup overcurrent protection of 400/220kV ICTs at Sultanpur 

to be shared. The setting needs to be revised and coordinated with 

distance protection of 400kV lines:  

Backup overcurrent setting of 440/220kV ICTs are: P.S.1.0 and TMS 0.35.  
Total fault current observed on 400kV lines = 4.2kA 
Fault current distribution on 315MVA ICTs = 1520A and on 240MVA ICT = 
1160A 
HV CTR = 500/1A  
Hence for above backup overcurrent setting and with IDMT normal 
inverse, tripping time is more than 2seconds which is more than zone-3 
time. 
 

3. Non-tripping of 220kV lines in Z-2/3, Reverse zone to be looked into: 

Initially only arc formed between jaws of 220kV isolator which did not 

create fault. Therefore tripping did not occur in zone-2/3 or in reverse 

zone. But all 220kV lines were opened manually and intensity of arc 

increased after opening of 220kV bus coupler 

 



4. Reason for fault clearance if all the 400/220kV ICTs and 220kV lines were 

manually opened to be shared: As said earlier, intensity of arc between 

isolator jaws increased after opening of 220kV bus coupler because load 

of 132/33kV transformer came on this isolator which created fault on 

isolator structures and 400kV lines tripped at other end in zone-3 
 

5. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared: 

a. On 08.07.2018 at 16:20hrs, shutdown of main bus B was taken. All 
elements were shifted to main bus a 220kV NTPC Tanda line was 
already under shutdown. 

b. At 20:16hrs, main bus B was charged and 200 MVA and 160 MVA 
132/33 kV transformers were shifted to main bus B. 

c. 220 kV isolator (885B) was being closed for taking 220 kV side of 
315 MVA 400/220 kV ICT-3 on bus B. 

d. Arc and flashing observed between jaws and operator stopped 
further closing of isolator. 

e. Operator informed 220 kV control room. All the charged 220 kV 
lines were hand tripped and bus coupler opened. 

f. Intensity of arc increased and molten jaws fell on the structure. 
Spots were later seen on maximum on B phase and traces on Y 
phase. 

g. At 400 kV substation Sultanpur, 400 kV lines tripped at other ends 
in zone-3. 400kV Obra line tripped at Sultanpur due to operation of 
reactor protection. 400/220 kV ICTs were hand tripped. 

h. Supply was restored from 220 kV Sohawal. 
 

6. Availability of DR/EL and extracting software at 400/220 kV Sultanpur(UP) 

needs to be looked into: Event logger is available at 400kV Sultanpur. DR 

did not trigger in relays installed on 400kv lines at Sultanpur (UP). 

7. Fault developed due to human error, if isolator opening was proper, this 

fault may be prevented. 

 

NRPC/NRLDC raised concern for human error during maintenance activity, mal-

operation of line reactor of 400 kV Sultanpur (end)-Obra ckt and protection co-

ordiantion of Sultanpur 400/220 kV ICTs and Z-3 protection of remote end of 

400kV Sultanpur (UP). 

 

 

N. Multiple Element tripping at 400kV Rajpura (Punjab) on 23rd July 2018 at 

03:15hrs 

 



Event category: GD-1  

Generation loss: 650MW  

Loss of load: Mil (As per Punjab Report) 

Energy Loss: Nil MU (As per Punjab Report) 

 

Data Summary received at NRLDC: 

 

Description Reference Fault Info Remarks 

Fault Clearance Time As per PMU data 100ms   

Phase  of the fault As per PMU data 
Dip in all 
three phase 

Bus Fault 

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

Punjab Available   

DR/ EL  
Punjab Received 

After 24hrs (some DR 
pending) 

BBMB Not Received   

Preliminary Report  
Punjab Received After 24hrs 

BBMB Not Received   

Detailed Report Punjab Received   

    Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 
6.3) 

Punjab 

1. DR/EL, Preliminary 
report within 24hrs  
2. Correct operation of 
Protection System 
3. Adequately 
Sectionalized and graded 
protective relaying system 
4. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 

BBMB 
1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  

 

Based on above information description of the events is: 

1. Connectivity Diagram: 



 

 
 



 
 

2. 400 kV Rajpura (PSTCL) is connected with Rajpura TPS D/C, Dhuri D/C, 

Dehar S/C and Bhiwani S/C. It also have two 400/220 kV 500MVA ICTs 

and one and half breaker scheme. 

3. At Rajpura (PSTCL), optical cable wire broke and fell on 400kV bus-2 at 

400/220 kV Rajpura (PSTCL). 

4. This resulted in operation of bus bar protection for 400 kV bus-2 and all 

CBs connected to 400 kV Rajpura (PSTCL) bus-2 tripped. 

5. At the same time, tie CBs of feeders also tripped mainly due to wrong 

mapping of function in relay. The same has been reportedly corrected. 

6. In antecedent condition: 

• Tie CB of 400/220kV ICT #3 already open (Dia not completed 
as future bay. 

 
7. Name of the tripped elements: 

• Unit 1 and 2 of 700MW at Rajpura Thermal 

• 400kV Rajpura-Rajpura Thermal D/C  

• 400kV Rajpura-Bhiwani  

• 400kV Rajpura-Dehar 

• 500MVA ICT 3&4 at Rajpura  
 

8. PMU plot of frequency, df/dt and phase voltages: 

 



 
 

 
 



1. As per SCADA SoE: 

 
 

9. As per PMU and SCADA data: 

• 3-phase fault observed at 03:14:55.000hrs and got timely cleared. 

• Tripping of main Tie CBs of all tripped ckts captured in SoE except 
400kV side CBs of ICTs. 

• It seems CB of bay 414, 415, 417 & 418 opened with time delay 
 

10. As per DR details: 



 
 

 
 



 
 

 



 
 

 
 



 
 

 
 



 
 

11. As per Punjab Report: 

 

 



 
 

 
 



 
 

 
12. Preliminary Report, DR/EL and detailed report has been received from 

Punjab. 

  

Punjab informed on action Points: 

1. DR of 421 (Bhiwani) and 424 (Dehar) bay are yet to be received. The 

same needs to be provided: DR was not recorded for these bays and DR 

of BCU already shared. 

2. Post fault time in DR of few bays are very less (~100ms only). The same 

needs to be extended for better analysis of event. (-500ms and +2000ms): 

DR recording time would be changed. It would also be checked at other 

400 kV station of Punjab. 

3. Reason for tripping of units at Rajpura TPS to be ascertained and shared: 

During heavy voltage dip in system, Rajpura generators trip, exact reason 

of tripping was not shared. 

4. Reason for initiation of LBB protection in few of the Tie bays at Rajpura to 

be shared: Continuous LBB initiation would be checked separately. 

 

Punjab informed about Points for Discussion: 

1. It seems from SCADA SoE and BCU Event Log data that CB of 415 and 

417 bay opened after 350ms and 680ms of fault occurrence. However, 

fault got cleared within 100ms: It may be time Synchronization error in DR 



2. Reason of rise in frequency first than dip in frequency to be explained: 

Stalling of motor was not reported by any of the NR utilities. It may be 

related to parallel incident in other region.  

 

NRPC raised concern about non-submission of details of state generating 

companies and IPPs under state control area. STU/SLDC has to take up this 

matter with state generating stations/company and IPPs. 

 

 

O. Multiple element tripping at 400/220 kV Panki (UP) at 02:38hrs of 26th July 

2018 

Event category: GI-2 

Generation loss: Nil (As per UP Report)  

Loss of load: Nil (As per UP Report)  

Energy Loss: __ MU (As per UP Report) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance Time PMU data No fault   

Phase  of the fault PMU data No fault   

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

Uttar Pradesh 
Available 
(Partial) 

  

DR/ EL  
Uttar Pradesh Not Received   

POWERGRID Not Received   

Preliminary Report  
Uttar Pradesh Not Received   

POWERGRID Not Received   

Detailed Report Uttar Pradesh Not Received   

    Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA 
Technical Standard for 

Uttar Pradesh 
& 
POWERGRID 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report not 
received 
3. Correct operation of 
Protection System 
4. Adequately 



Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2, 6.3) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 

Sectionalized and graded 
protective relaying system 
5. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

1. Single Line Diagram: 

 
 

2. 400 kV Panki (UP) is connected with Kanpur (PG) D/C, Unnao (UP) S/C, 

Aligarh (UP) S/C, Allahabad (UP) S/C. It also have two 400/220 kV ICTs 

(1*315MVA+1*240MVA). 

3. 400 kV Panki (UP) has Double Main Transfer Breaker scheme. 

4. 400/220 kV ICT-2 at Panki (UP) was already under long outage from 

17.06.2018 due to blast in the ICT-2.  



5. 400/220 kV ICT-1 also tripped at 01:35hrs of 26th July 2018.  

6. At 02:38hrs, all 400 kV lines from 400 kV Panki (UP) tripped due to DC 

earth fault at the station. 

7. Name of the tripped elements are as below: 

• 400 kV Panki-Kanpur (PG) ckt-1 & 2 

• 400 kV Panki-Unnao (UP) ckt 

• 400 kV Panki-Aligarh (UP) ckt 

• 400 kV Panki-Allahabad (UP) ckt 

8. No report received from UPPTCL. 

 

 

9. PMU plots: 

 
 



 
 

 
 



 
 

  

10. Sequence of events (As per SCADA data): 



 
 

 
 

11. As per PMU & SCADA data: 

• No fault in the system all the time. 



• It seems all the connected elements tripped within 100ms from Panki 

(UP) end. 

• It seems all 400 kV connected elements also tripped from remote end 

of 400 kV Panki (UP). 

 

12. Preliminary Report DR/EL and Detailed Report is still awaited from 

UPPTCL. 

 

Discussion points 

1. Complete station outage due to DC earth fault is serious cause of concern 

and same needs to be explained. 

2. Reason of tripping of connected 400 kV elements from remote end of 400 

kV Panki (UP). 

3. Exact reason of complete station outage and sequence of tripping needs 

to be submitted with supporting details from the station end. 

4. Remedial measures taken report to be shared. 

5. Availability and healthiness of bus bar protection at 400 kV Panki (UP) at 

the time of tripping to be shared. 

 

UPPTCL representative informed on discussion points: 

 

 
 



 
 

Water logging in cable trench resulted into DC fault and it further resulted into 

operation of 400 kV bus bar protection for both the 400 kV buses of Panki (UP). 

Later on, DC earth fault issue has been resolved at 400 kV Panki (UP) 

 

 

 

 

P. Multiple element tripping at 400/220 kV Suratgarh STPS (Raj) at 12:08hrs of 

01st Aug 2018 

 

Event category: GD-1 

Generation loss: 380 MW (As per Rajasthan report) 

Loss of load: Nil  

Energy Loss: Nil   

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 



Fault Clearance 
Time 

PMU data 100ms   

Phase  of the fault PMU data Y-N fault   

    
Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Rajasthan Available Time Synch Error 

DR/EL Rajasthan 
Received 
(only Event 
Logger) 

Numerical protection was 
not available 

Preliminary 
Report 

Rajasthan Received After 24hrs 

Detailed Report Rajasthan Received   

    
Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA 
Technical Standard for 
Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2, 6.3, 6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 

Rajasthan 

1. Detailed Report didn’t 
provide 
2. Adequately Sectionalized 
and graded protective 
relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 
4. Non-availability of 
numerical bus bar 
protection at 220kV and 
above station 
5. Non availability of DR for 
400/220 kV ICTs 

 

Based on above information description of the events is: 

1. Connectivity Diagram of 400/220 kV Suratgarh TPS: 



 
 

 

2. 220 kV Suratgarh TPS is connected with Ratangarh D/C, Suratgarh(Raj) 

D/C, Sriganganagar S/C and Bhadra S/C. It also have two 400/220kV 

ICTs (2*315MVA). Unit-1&2 (250MW) connected at 220 kV station and 

Unit-3,4,5&6 (250MW) connected at 400 kV Suratgarh TPS. 400kV 

Suratgarh TPS is further connected with Ratangarh S/C, Bikaner S/C, 

Suratgarh SCTPS D/C. 

3. 400 kV Suratgarh TPS has one an half breaker scheme and 220 kV 

Suratgarh TPS has DMT (double main transfer breaker) scheme. 

4. Antecedent Condition: 

• 400kV Suratgarh TPS unit-3 & 4 (250MW) was running at 190MW. 

Unit-5 & 6 (250MW) was under shutdown 

• 400 kV and 220 kV all the buses were under charged condition at 

400/220 kV Suratgarh TPS 

5. Name of the tripped elements are as below: 

• 220 kV Suratgarh TPS-Ratangarh ckt-2 

• 220 kV Suratgarh TPS-Suratgarh ckt-2 

• 220 kV Suratgarh TPS- Bhadra ckt 

• 400/220 kV 315MVA ILT-1 &2 

• 220 kV Station Transformer-4 

• 250MW Unit-3 & 4 



6. At 12:08hrs, Y-phase CT of 220 kV Suratgarh TPS (end)-Ratangarh ckt-2 

bursted and resulted into bus fault for 220 kV Bus-2 of Suratgarh TPS. 

Feeders/ Transformers connected to faulted bus immediately tripped due 

to operation of bus bar protection.  

 

7. PMU plots: 

 
PMU plot of frequency of Sikar (PG) 

 



 
PMU plot of phase voltages of Sikar (PG) 

 

8. As per PMU data: 

• Y-phase to earth fault. Fault started at 12:08:39.360hrs 

• Fault clearance time: within 100ms 

 

9. As per Rajasthan Report: 

• At 12:08hrs, Y-phase CT of 220 kV Suratgarh TPS (end)-Ratangarh 

ckt-2 bursted and resulted into bus fault for 220 kV Bus-2 of Suratgarh 

TPS. Feeders/ Transformers connected to faulted bus immediately 

tripped due to operation of bus bar protection.  

• After detailed checking, it was found that B-phase CT of 220 kV 

Suratgarh TPS-Ratangarh ckt-2 was bursted and caught fire. Fire was 

immediately controlled with the help of water spraying/ foam jets 

through fire tender after isolation the feeder from STPS & Remote end. 

• It was found that B-phase CT of 220 kV was bursted. Due to bursting 

of B-phase CT of 220 kV Suratgarh TPS-Ratangarh ckt-2, the splinters 

of this also damaged Y-phase CT and adjoining isolator 89-C & 89-D 

of same feeder, which resulted into the bus fault and caused the bus 

bar protection operation for 220 kV Bus-2. 



• The backup earth fault protection of 220 kV side of 400/220 kV ICT-1 

was also operated and tripped the ICT-1 immediately. 400 kV side 

breaker also tripped on inter tripping. 

• CDD-31 type Alstom make earth fault protection relay is installed on 

ILT# 1&2. 

• RADSS type ABB make Bus Bar protection relay is installed at 220 KV 

buses.  No facility for DR/ EL is available in these CDD-31 & RADSS 

relays. 

• At STPS, 6 nos. 220/6.6 KV station transformers are installed to fed 

the auxiliary power to all 6 nos. 250MW units. Each unit has 

independent 220/6.6 KV station transformer to fed auxiliary power to 

respective unit like ST#3 for unit#3, ST#4 for unit#4 etc. All the station 

transformers are connected with 220 KV switchyard. GT#1&2 are 

connected with 220 kV switchyard & GT#3, 4, 5 & 6 are connected with 

400 kV switchyard and 220 kV & 400 kV switchyards are connected 

through ILT#1&2. 

• Due to the operation of Bus bar protection of 220 kV bus-2, the 

connected station transformer#4 was tripped on bus bar protection.  

Station Transformer#3 was not tripped as this was connected with 220 

KV Bus-1B. 

• The auxiliary supply failure of unit#4 was due to tripping of ST#4 

resulted in tripping of unit#4. And auxiliaries of unit#3 were tripped due 

to heavy dip in 220 KV system voltage resulted in tripping of unit#3. 

• For Unit#3, heavy voltage dip occurred in 220 KV system voltage and 

415 V emergency bus tripped & hence LOPs of main unit auxiliaries 

(i.e. ID, FD, Mill, PA etc.) tripped which resulted in “boiler trip on all ID 

fans off”, consequently turbine tripped on MFR & finally Generator 

tripped on turbine trip. 

• For Unit#4, tripping of Station Transformer# 4 occurred due to 

operation of  Bus Bar protection of 220 KV Bus-2, all unit auxiliaries 

like ID, FD, Mill, PA, BFP, CEP etc. tripped & boiler tripped on “loss of 

all fuel” resulted in turbine trip on MFR & finally Generator tripped on 

turbine trip. 

• Arrangement of Auxiliary supply: 

a. In Unit# 3, no UATs are installed. This unit# 3 has independent 50 

MVA, 220/6.9 KV station transformer to fed auxiliary power to 6.6 

KV unit Buses 3SA& 3SB through 6.6 KV station Bus OSC. 

b. During running condition of unit, 6.6 KV auxiliary supply fed to 6.6 

KV CW switchgear & 6.6 KV/ 415 V compressor transformer from 

6.6 KV station Bus OSC only. Hence, on tripping of station 

transformer# 3, no 6.6 KV supply shall be available to CWP/ ACWP 



& compressors as per SLD enclosed even though unit buses 3SA & 

3SB fed from respective UATs 

 

10. Extract of Rajasthan report 

 



 
SoE as per Rajasthan report: 

 



11. SCADA Analog data and SoE: 

 
 

Time Synch error in SCADA SoE 

 

12. As per Remedial Measures Report of Rajasthan: 

a. Setting of back up earth fault protection for ILT#1 & ILT#2 has been 

checked and revised as suggested by “sub-committee on 

relay/protection under task force for power system analysis under 

contingencies” of NRPC. 

Name of protection Earlier setting  Existing setting  

Back up earth fault protection 

(High set) for 400 KV side 
2.4 Amp 3.64 Amp 

Back up earth fault protection 

(High set) for 220 KV side 
3.6 Amp 6.6 Amp 

 

b. Tan Delta test of all CTs will be carried out during annual shut down 

to ascertain their healthiness. 

 

13. Preliminary Report, DR/EL (only event logger details, DR not available as 

numerical bus bar/ back up earth fault protection is not available) and 

detailed report has been received from Rajasthan.  

 



Action Points: 

1. Reason of non-availability of UAT (unit auxiliary transformer) needs to be 

looked into. 

2. Setting correction in back up earth fault protection of 400/220 kV ICT-1 & 

2 needs to be shared along with time delay setting. 

3. Time synchronization & status of SCADA SoE needs to be checked and 

corrected. 

4. Phase Sequence error at 220 kV Suratgarh TPS needs to be checked as 

fault was in Yellow-phase (as per PMU data) but in Rajasthan report it was 

reported as Blue-phase to earth fault? 

5. DR/EL should be available for event analysis, numerical protection to be 

implemented at 220 kV Suratgarh TPS (Bus Bar and ICT protection). 

 

Tripping couldn’t discuss due to non-representation from RRVUNL.  

 

 

 

Q. Multiple element tripping and SPS operation at Jhakri/Rampur/Karcham 

complex at 04:02hrs of 29th Aug 2018 

Event category: GD-1 

Generation loss: 1230 MW   

Loss of load: Nil  

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance Time As per PMU data 100ms   

Phase  of the fault As per PMU data B-N fault   

    
Description Utilities 

Present 
Status 

Remarks 

Availability of Digital 
Data (SCADA Data) 

NR and UP Available   

DR/ EL  

NJPC Received Not received from Jhakri 

JSW 
Not 
Received 

  

POWERGRID Received   

Preliminary Report  

NJPC Received Not received from Jhakri 

JSW 
Not 
Received 

  

POWERGRID Received   

Detailed Report NJPC Not   



Received 

JSW 
Not 
Received 

  

    Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 
6.3, 6.4) 

NJPC 

1. Detailed Report didn’t 
provide 
2. Adequately 
Sectionalized and graded 
protective relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 

JSW 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report not 
received 

 

Based on above information description of the events is: 

1. Connectivity Diagram: 



 
 

2. 400 kV Rampur is connected with Jhakri D/C, Nalagarh D/C. 400 kV 

Rampur have six unit of 68.67 MW capacity. 400 kV Jhakri is connected 

with Rampur D/C, Panchkula D/C and Karcham D/C. 400 kV Jhakri have 

six unit of 250 MW and 400 kV Karcham have four units of 250MW. 

3. At 04:02hrs of 29-Aug-18, B-N fault (94km from Rampur end) occurred in 

both 400kV Rampur–Nalagarh ckts.  

4. 400kV Rampur–Nalagarh ckt-1 was successfully auto reclosed at both 

ends. However, 400kV Rampur–Nalagarh ckt-2 was auto reclosed 

successfully at Nalagarh (PG) but CB failed to close at Rampur end 

resulting in tripping of all CBs at Rampur on pole discrepancy.  

5. Due to the above incident, SPS operated at Nathpa Jhakri and Rampur 

causing tripping of 2 units each at Rampur & Nathpa Jhakri hydro station. 

6. Due to SPS operation at Karcham, units-2 & 4 went into NLNE mode (No 

load Not Excited). 

 

7. Name of the tripped elements are as below: 

• 400 kV Rampur(NJPC)–Nalagarh(PG) ckt-2  

• Unit#5 at 400kV Nathpa-Jhakri(NJPC) 

• Unit#6 at 400kV Nathpa-Jhakri(NJPC) 

• Unit#1 at 400kV Rampur(NJPC) 



• Unit#2 at 400kV Rampur(NJPC) 

• Unit#2 at 400kV Karcham Wangtoo (NLNE mode) 

• Unit#4 at 400kV Karcham Wangtoo (NLNE mode) 

 

8. SPS logic for generation (Jhakri/Karcham/Rampur) complex: 

 

Case Contingency Action 

 

Case-1  

 

Load on any of the lines at Jhakri 

or Rampur towards Nalagarh 

exceeds 850 MW 

Trip 1 unit of Wangtoo HPS, 1 unit of 

Jhakri HEP & 1unit of Rampur HEP 

 

Case-2  

 

400 kV bus voltage at Wangtoo 

drops below 395 kV 
Trip 2 units of Wangtoo HPS 

 

Case-3  

 

Any two lines of Jhakri or Rampur 

HPS trip 

Trip 2 units of Jhakri,  

2 units of Rampur HPS and  

2 units of Wangtoo HPS 

 

Case-4  

 

Both 400 kV Wangtoo-Abdullapur 

lines at Wangtoo trip 
Trip 2 units of Wangtoo HPS 

Case-5 

Power Flow of any outgoing line of 

Rampur or Jhakri exceed by 

800MW 

Initiate the Alarm to the operators at 

Jhakri, Rampur & Karcham 

 
 

 



9. As per NJPC Report and DR details: 

 
 

 
 



 
 

 
 

 

 



10. PMU plots: 

 
 

 
 



 
 

11. As per SCADA data:  

 



 

 
 

 



 

 
 

 



 

 
 

12. As per SCADA SoE: 

 
 

13. As per PMU & SCADA data: 

• B-N fault occurred at 04:02:14.440hrs and cleared in 80ms.  

• Dip in frequency of around 0.1Hz is observed. 



• A sharp dip in frequency observed at 04:02:15.280hrs, indicating 

tripping of units before auto-reclosure attempt of faulted ckts 

 

14. Preliminary Report, DR/EL has been received from Rampur and 

POWERGRID within 24hrs however detailed report is still awaited from 

Rampur. Preliminary Report, DR/EL and detailed report is still awaited 

from Jhakri and JSW. 

 

Points for Discussion: 

1. Non closing of B-phase CB of 400kV Nalagarh-Rampur-2 at Rampur end 

to be looked into. 

2. Tripping of two units each at Karcham, Jhakri and Rampur is as per the 

case-2 of SPS logic i.e. tripping of any two lines from Jhakri or Rampur. 

However, only one ckt (400kV Rampur-Nallagarh-2) tripped. Therefore, 

SPS logic needs to be checked. 

3. It seems from PMU frequency data that generating units tripped before 

auto-reclosing attempt of lines. The following needs to be shared w.r.t. 

SPS: 

• Logic calculation time. 

• Time in which tripping command sent to units after meeting the 

condition for SPS. 

• Logic for various SPS conditions checking. 

4. On 07th Sep 2018 at 16:20hrs, 400 kV Rampur-Nalagarh ckt-2 tripped on 

transient nature of fault. At that time also SPS of Jhakri/Karcham/Rampur 

complex operated (Case-1 operation) although line MW was not beyond 

850MW. SCADA data plot is as below: 

 



5. The reporting of SCADA SoE at NRLDC and its time synchronization to be 

looked into and resolved 

 

NJPC representative informed during the meeting: 

1. Non closing of B-phase CB of 400kV Nalagarh-Rampur-2 at Rampur end 

to be looked into: A/R was send by the relay but A/R was not operated 

due to improper operation of PoW (Point on Wave)/ CSD (Control 

Switching Device). This issue would be taken up with OeM Alstom and 

corrected before 31st Dec 2018.  

2. Tripping of two units each at Karcham, Jhakri and Rampur is as per the 

case-2 of SPS logic i.e. tripping of any two lines from Jhakri or Rampur. 

However, only one ckt (400kV Rampur-Nallagarh-2) tripped. Therefore, 

SPS logic needs to be checked: In SPS logic, all three phase input taken 

in series and it resulted into operation of SPS during opening of any of the 

phase of both the circuit. During this incident, fault was in 400 kV Rampur-

Nalagarh ckt-2 and 400 kV Rampur-Nalagarh ckt-1 was also A/R and it 

resulted into operation of SPS Case-3. Three phase input to SPS should 

be taken in parallel so that tripping of all three phase would initiate SPS 

operation. Modification would be done till 31st Dec 2018. 

3. On 07th Sep 2018 at 16:20hrs, 400 kV Rampur-Nalagarh ckt-2 tripped on 

transient nature of fault. At that time also SPS of Jhakri/Karcham/Rampur 

complex operated (Case-1 operation) although line MW was not beyond 

850MW: Power flow sensed by the relay is 884 MW. SPS may be tripped 

immediately. SPS logic time would be separately checked and it would be 

intimated. 

4. The reporting of SCADA SoE at NRLDC and its time synchronization to be 

looked into and resolved: Time synch error of SCADA SoE would be 

resolved within 15days 

 

POWERGRID informed that PoW/ CSD device used for reactor switching or ICT 

switching, in general it is not used in 400 kV transmission line. Necessity of PoW 

on transmission line needs to be relooked. 

 

NRPC suggested SJVNL to resolve the issue of SPS and non-closing of breaker 

after reclosing command initiation.  
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