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सेिा में : सांरक्षण उप-सममति के सिस्य (सूची के अनुसार) ।  
To:       Members of Protection Sub-Committee (As per List) 

 

विषय:  सांरक्षण उप-सममति की 37 िीां बैठक की काययसूची | 
Subject: Agenda for 37

th
 Protection Sub-Committee Meeting. 

 

 

सांरक्षण उप-सममति की 37िीां बैठक, 21.01.2019 को 10:30 बज ेस ेउ.क्षे.वि.स. सचचिालय, नई 

दिल्ली में आयोजजि की जाएगी | उक्ि बैठक की काययसूची उत्िर क्षेत्रीय विद्युि ्सममति की 
िेबसाइट (http://www.nrpc.gov.in) पर उपलब्ध है |    

 

The 37
th

 meeting of Protection Sub-Committee is scheduled to be held on 21
st
 January, 

2019 at 10:30 Hrs at NRPC Secretariat, New Delhi. The agenda for the meeting is 

available on NRPC website and same can be downloaded from http://www.nrpc.gov.in . 

                          

 

 

 

              -sd- 

           (Upendra Kumar) 

          Superintending Engineer (O) 
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Agenda for 

37
th

 Meeting of Protection Sub-committee of Northern Regional Power Committee 

 

Time of meeting : 10.30 Hrs. 

Date of meeting : 21
st
 January, 2019 

Venue : NRPC Secretariat, New Delhi 

 

A.1.  Confirmation of minutes of 36
th

 meeting of protection sub-committee 

Minutes of 36
th

 meeting of Protection Sub-committee were issued vide letter 

dated 29.11.2018. The Minutes are available on NRPC’s website at 

http://www.nrpc.gov.in.  No comment has been received. 

 

Sub-Committee may confirm the Minutes. 

 

A.2. Implementation of Recommendations of Task Force 

 

As a follow, up of one of the recommendations of Enquiry Committee headed by 

Chairperson, CEA on grid disturbances that took place on 30
th

 and 31
st
 July 2012, 

Ministry of Power had constituted a ‘Task Force on Power System Analysis under 

Contingencies’ in December 2012. The Task Force had submitted its report in August 

2013. In a meeting taken by Secretary (Power), GoI on 11.03.2014, it was decided that 

the report be given wide circulation and its recommendations be implemented in a time 

bound manner. Some of the issues arising out of recommendations of the Task Force 

were as under: 

 

A.2.1. Database of protection settings 

 

Based on the recommendations of the Task Force, it was decided that data 

regarding settings of relays shall be compiled by the CTU and STUs in their respective 

network and furnished to RLDC and SLDC respectively with a copy to RPC for 

maintaining the database. The database was to be kept updated and verified during the 

audit. Regarding the protection coordination studies for proper Zone-III setting it was 

informed in 34th PSC meeting on 4th August, 2017 and 35th PSC meeting on 20th June, 

2018 that these studies will be part of the project for maintaining database of protection 

setting database. 

In 35
th

 TCC/39
th

 NRPC meeting approved the proposal for engaging a third party 

for Protection database was approved and NRPC sect. was authorised to take further 

necessary action in this regard. A format for submission of database was finalised in 30
th

 

PSC meeting.  

Subsequently, approval of Chairperson, NRPC was obtained authorising Member 

Secretary, NRPC to carry out following activities: 



i. Formation of group for finalization of detail scope of work of the 

Project. 

ii. Submission of proposal for financing the Project through Power 

System Development fund (PSDF).  

iii. Opening of a separate account in the name of ‘NRPC Protection 

Database Fund’ for receiving the grant from PSDF for the Project. 

iv. Carry out e-tendering process including tender publication, 

opening, evaluation etc. for selecting contractor for implementing 

the scheme based on scope of work of the Project finalized by the 

group. 

As approved, a core committee was formed to define the comprehensive Scope of 

the project comprising members from the utilities of NR. First meeting of the group for 

defining the scope of the project was held on 01.02.2018 and inputs were received from 

the members. Further, bid document including all the relevant suggestions/comments of 

the members was finalized. 

Simultaneously, NRPC Secretariat also submitted the DPR of the project for 

PSDF funding based on the draft bidding document. The proposal of NRPC was 

scrutinized by the Techno-Economic Sub Group and further examined by Appraisal 

Committee and Monitoring Committee. Both Committees recommended the proposal for 

the grant from PSDF funding and also qualified proposal for 100% funding through 

PSDF. 

In pursuance of the above, tender was published on Central Public Procurement 

(CPP) Portal of Govt. of India and NRPC website on 30.08.2018 and last date for receipt 

of bid was 15.10.2018 up to 14.00hrs. The technical bid was to be opened on 16.10.2018 

at 15.00 hrs. However, only 2 bids were received at the time of bid opening.  Hence, 

retendering for “Creation and Maintenance of Web Based Protection Database 

Management and Desktop Based Protection Setting Calculation Tool for Northern 

Region” was done. Subsequently after retendering, bid opening was held on 15.11.2018 

at NRPC Secretariat, New Delhi. The total three no. of bids were received at the time of 

bid opening but only one bid was found responsive. In view of the above, retendering 

was carried out to ensure healthy competition. Now last date for receipt of bid is 

10.01.2019 up to 13.00hrs. The technical bid was opened on 11.01.2019 at 14.30 hrs 

wherein 2 bids were received and both have been admitted for further evaluation. 

  

Members may take a note of the same. 

 

A.2.2. Periodicity of Third Party Protection Audit  

 The enquiry committee constituted by Govt of India to enquire into grid 

disturbances on 30
th

 and 31
st
 July, 2012 has recommended a thorough third party 

protection audit need to be carried out in time bound manner as there is need to review 

the protection schemes. 

 In 18
th

 PSC meeting on 03
rd

 Sept, 2012, it was agreed that the exercise of 

protection audit should be carried out periodically and frequency of the same could be 2-

3 years. 



The following points are proposed to review the protection schemes periodically:  

 Periodicity of Third Party Audit from CPRI . 

 Periodicity of Third Party Audit from members of STUs nominated by NRPC 

Secretariat for Third Party Protection Audit of different STUs . 

 The scope of Third Party Protection audit of STUs . 

 Any other Agency other than CPRI authorized to carry out Third Party 

Protection Audit. 

 

In 35th PSC meeting held on 20th June, 2018 - The need of Protection audit was 

emphasized and members were requested to suggest suitable periodicity for the same. It 

was requested that periodicity should be decided uniformly at NPC level and each RPC 

should give them a suggestion. Members deliberated and recommended that the exercise 

of third party protection audit should be carried out periodically and frequency of the 

same should be 5 years. 

It was also stated that Third Party Protection audit can be done any reputed 

agency working in the field of Power System protection other than CPRI. Members were 

requested to send the updated nominations of the protection engineers which would be 

carrying out the Third Party Protection audit. The previous list was finalized in 24
th

 PSC 

meeting which is attached as Annexure – II of the Minutes of 35
th

 PSC meeting. 

In 39
th

 TCC/42
nd

 NRPC meeting held on 27
th

 and 28
th

 June, 2018:- It was 

informed that issue of periodicity of third party protection audit was deliberated in 35th 

Protection Sub Committee where members recommended that Third Party Protection 

audit can be carried out periodically either by a team of Protection Engineers of the 

utilities as per the list finalized by the Protection Sub-Committee or by any reputed 

agency working in the field of Power System. The periodicity of the protection audit is to 

be 5 years as decided by 35th PSC held on 20.06.2018.  

All the utilities were requested to share the feedback of the Protection audit 

carried out from other agencies so that agencies can be rated which will help other 

utilities to select the agencies for their Protection audit.   

Committee was apprised that decisions of TCC/NRPC will be further 

communicated to NPC for the uniformity and finalization at National level. TCC 

recommended and NRPC further approved the periodicity of the protection audit to be 

5yrs and same can be carried out by CPRI or by any other reputed agency also. 

Further, agenda was submitted for deliberation in 8
th

 NPC meeting held on 

30.11.2018. The MoM are still awaited. 

Members may take note of the information.  

All utilities (except DTL, BBMB, PSTCL and RRVPNL) are requested to submit 

updated nominations of the protection engineers which would be carrying out the 

Third Party Protection audit. The updated list is enclosed at Annexure – I. 

 



 

A.2.2.1 Training Programme/Workshop on Protection Audit for Protection system 

Engineers 

Protection is one of the key operational aspects of Power system. The revision in 

the protection settings/schemes after modification of network topologies is essential for 

reliable operations of the Grid. Hence, periodic audit of these protection 

schemes/settings/protection functions is essential for reliable and secure operation of the 

Grid.  

Hence, it is important that Protection system engineers are well educated and 

trained to carry out the exercise of Protection Audit. Hence, it is proposed to organize 

Training Programme/Workshop on Protection Audit for Protection System Engineers. 

Power System Division of Central Power Research Institute has submitted an 

offer for conducting 3 days Training Programme/Workshop on Protection Audit for 

Protection System Engineers which is enclosed as Annexure – II of 36
th

 PSC agenda. 

In 36
th

 PSC meeting held on 19
th

 September, 2018, agenda was deliberated in 

detail and PSC recommended that the training programme/workshop on Protection audit 

to be conducted by CPRI and approval of the same may be requested from NRPC.  

In 40
th

 TCC/43
rd

 NRPC meeting held on 29
th

 and 30
th

 October, 2018, it was 

informed that a proposal from Power System Division of Central Power Research 

Institute for conducting 3 days Training Programme/Workshop at Bangalore on 

Protection Audit for Protection System Engineers has been received. It was told that 

training programme isn’t residential and participants would be making their own 

arrangements and guest house accommodation could be provided at CPRI on twin 

sharing basis on chargeable basis, if available.  The fee per participant for 3 days training 

is Rs. 10,500 exclusives of taxes. NRPC approved the proposal of carrying out 3 days 

Training programme on Protection audit at Bangalore through CPRI. Further, NRPC sect. 

has conveyed the acceptance to CPRI. Further, CPRI has proposed to organize training in 

2 batches of 30 participants each in the month March and April, 2019. 

 

Members are requested to send the nominations for Training 

Programme/Workshop at Bangalore on Protection Audit for Protection System 

Engineers to be conducted by CPRI. 

A.3 Violation of Protection standard in case of Inter-Regional lines of voltage 220kV 

and above 

 The section 3.e of Grid Standards Regulation of CEA, 2010 states that  

“Provide standard protection systems having the reliability, speed, selectivity and 

sensitivity to isolate the faulty equipment and protect all components from any type of 

faults, within the specified fault clearance time and shall provide protection co-

ordination as specified by the Regional Power Committee  



Explanation: For purpose of this regulation “fault clearance time” means the maximum 

fault clearance time as specified below: 

Sr. 

No. 

Nominal System Voltage (kV rms) Maximum Time (in msec) 

1. 765 and 400 100 

2. 220 and 132 160 

  Provided that in the event of non clearance of the fault by a circuit breaker 

within the limit specified in Table, the breaker fail protection shall initiate tripping of all 

other breakers in the concerned bus section to clear the fault in the next 200 msec. “ 

Such delayed clearance of faults of Inter-regional lines may prove fatal to the 

security of the grid. Since, tripping of Inter Regional Lines of voltage 220kV and above 

are matter of concern to Grid security suitable action needs to be taken. The list of inter-

regional lines where delayed clearance was observed is attached as Annexure-II. 

As per the IEGC clause 5.2.r and clause 15.3 of CEA grid standard, DR/EL of all 

the tripping of 220kV and above level shall be sent within 24 hours of NRLDC.  

 In 35
th

 PSC meeting held on 20
th

 June, 2018- It was stated that violation of 

Protection Standard should be avoided and DR/EL should be sent to NRPC/NRLDC 

within 24 hours as the tripping analysis for inter-regional lines is very important for safe 

and reliable operation of Grid. It was also informed that this was also followed up 

regularly in the OCC meetings. 

 In 36
th

 PSC meeting held on 19
th

 September, 2018- Representative of NRLDC 

informed that agenda pertains to violation of Protection standard such as delayed 

clearance of fault, spurious tripping, DR/EL submission within 24hrs and other events 

resulting into violation of Protection standard. A whatsapp group of PSC members was 

created in which information regarding tripping (name, date, time) and date & time at 

which details have been submitted could be shared. This would help in updating the 

database regularly and information could be shared amongst all. 

 In 40
th

 TCC/43
rd

 NRPC meeting held on 29th and 30th October, 2018- 

Representative of NRLDC informed that violation of protection standards was being 

highlighted regularly for inter-regional lines by circulating letter, but there were many 

single elements tripping violating protection standards which might result into multiple 

element tripping. Representative of NLDC emphasized on submission of DR/EL within 

24 hrs as they were very important for further analysis. MS, NRPC told that utilities 

should submit the detailed report as well remedial measures taken for such events. He 

suggested utilities could make presentations in the PSC meetings explaining the tripping, 

remedial measures taken and learning therefrom like practice being followed in PCM of 

WRPC. 

 Members may deliberate. 



A.4 Grid disturbance at NAPS on 15.02.2018 due to Bus fault at 220kV Atrauli S/S 

(Agenda by NPCIL) 

 On 15.02.2018, NAPS both units were operating smoothly at full power, Grid 

parameters were also maintaining normal. All 220kV lines were in service. (Enclosed as 

Annexure-VI of 35
th

 PSC agenda) At 19:17:10 Hrs, voltage dip from 220 kV up to 120 

kV was observed at NAPS, however NAPS both units survived. 220kV Atrauli S/S is 

connected only with NAPS, Narora and Harduganj TPS, both are generating stations and 

hence an important element of grid network. At around 19.15hrs, normalization of one 

ICT was in progress at Atrauli S/S. During the process, its 220kV side circuit breaker 

developed fault causing flashover/ damage of the CB resulting into bus fault. Atrauli S/S 

does not have 220kV Bus differential protection scheme hence fault propagated into 

remote end 220kV S/S Narora and Harduganj. 

In the 35
th

 PSC meeting held on 20.06.2018 - Representative of NPCIL told that 

damage of the CB resulted into bus fault at 220kV side of Atruali S/s. He further told that 

Atrauli S/S does not have 220kV Bus differential protection scheme hence fault 

propagated into remote end 220kV S/S Narora and Harduganj, however distance relay of 

line protection operated and 220kV Atrauli-Narora, Atrauli - Harduaganj lines tripped in 

zone -4 at Atrauli end. The fault duration was 250 msec. It was informed that it is 

mandatory for all 220kV and above S/s to have bus differential protection as per the CEA 

regulations. He further told that lines were charged after the incidence without informing 

either Narora or Harduaganj end. 

 Representative of UPPTCL informed that bus differential protection at Atrauli s/s 

is to be commissioned by the end of July. He also informed that zone-4 setting has been 

changed to 160 msec.  Representative of NPCIL also told that there is no bus differential 

scheme at 220kV Sambhal s/s and 220 kV Simbhaoli s/s. Representative of UPPTCL 

assured to look into matter and expedite the installation of bus differential scheme. 

 In 36
th

 PSC meeting held on 19
th

 September, 2018- Representative of UPPTCL 

stated that panels were delivered but installation and commissioning has not been 

completed. He further told that SEL has been awarded with the work. 

UPPTCL may update the status. 

A.5 Final report of the group to suggest measures for bringing improvement in the 

field of Power System Protection among the utilities in Northern Region 

 

A group was constituted by Member Secretary, NRPC vide letter No. 

NRPC/OPR/107/06/ 2015/ dated: 26.08.2015 to suggest measures for bringing 

improvement in the field of Power System Protection among the utilities in Northern 

Region. The report was submitted in 34
th

 TCC/38
th

 NRPC meeting held on 24
th

 /25
th

 

October, 2016 wherein the report was accepted for implementation. It was also agreed in 

the NRPC meeting that each utilities would immediately start working to develop training 

module for Basic Training on Protection System for Sub-Station Engineers (Level -1) and 

start training programs within 6 months. The issue was also discussed in 32
nd

 PSC 



meeting wherein utilities were requested to organize Level-1 training and would submit 

the details. 

BBMB, POWERGRID NR-I and PITCUL are conducting the training on 

Protection System (Level - I) at regular intervals. 

First training programme of Level-2 was conducted successfully from 21
st
-25

th
 

November, 2016 for 25 nos. of participants through POWERGRID.  35
th

 TCC/39
th

 NRPC 

meeting held on 1
st
/2

nd
 May, 2017 - Advised to conduct more such programmes including 

Level-3 for Protection System Engineers. 

 Protection training for level -3 was conducted successfully from 19
th

-23
rd

 March, 

2018 at Udaipur for 25 nos. of participants through POWERGRID.  

In 35
th

 PSC meeting held on 20.06.2018 - Members were informed that 1 batch 

of level - 2 and level – 3 training was completed and another batch for training is to be 

taken up shortly. Utilities were requested to share the details regarding content, no. of 

days of level-1 training arranged by them. 

Representative of RRVPNL and DTL told that training is being arranged by them 

and details will be shared. Other utilities were also requested to share the details at the 

earliest.  

In 39
th

 TCC and 42
nd

 NRPC meeting on 27th and 28th June, 2018 – It was told 

that NRPC Sectt has conducted Level-3 training for Protection System Engineers from 

19
th

 to 23
rd

 March, 2018 with this the first batch for Level-2 and level-3 training has been 

successfully completed. It was also informed that NRPC Secretariat would be going for 

another batch of Protection System Engineers Level-2 and Level-3 training for which no. 

of participants might be increased from 25 to 50. Utilities were requested to preferably 

nominate the engineers working in the field of power system protection and make sure 

that nominated individual is available for entire duration of the training. It was stated that 

as the participants are being trained as trainer, they should further transfer the knowledge 

within their own utility so that additional trained manpower can be deployed. 

In 36
th

 PSC meeting held on 19
th

 September, 2018 – It was informed that NRPC 

in its 42
nd

 meeting has approved for 50 no. of participants for 2
nd

 batch of Level-2 and 

Level-3 training of Protection System Engineers. It was proposed that training might be 

organized through any one of the OEM such as ABB, SIEMENS, GE etc. which would 

also include classroom training as well as hands on training on Relays. 

In 40
th

 TCC/43
rd

 NRPC meeting held on 29th and 30th October, 2018- NRPC 

approved training to be organized through any one of the OEM such as ABB, SIEMENS, 

GE etc. and authorized MS, NRPC to take necessary action in this regard. 

 

Members may take note of the same. Utilities (except DTL, RRVPNL) are requested 

to share the details of Level -I training at the earliest.   

 

A.6. Format for Detailed Analysis report 
 

Members of the Protection sub-committee had raised the issue of devising a 

common format for submission of detailed analysis report of the tripping event. 

Accordingly, a format had been prepared and same is enclosed as Annex-VII of 35
th

 PSC 

agenda. In the discussions held in 33
rd

 PSC meeting, it was decided to align the format as 



per the SOPR. A committee to align the format as per SOPR is constituted and advised to 

submit the report by 04.08.2017. 

In the 34
th

 PSC as well as 35
th

 meeting, it was decided to deliberate on format 

once the constituted committee submits its report. Members were requested to give the 

suggestions/comments about the format for Detailed Analysis Report. The 

POWERGRID, NR-I has suggested a format for the Detailed analysis report enclosed as 

Annex – III. 

36
th

 PSC meeting on 19
th

 September, 2018- Representative of NRLDC informed 

that format was prepared in such a way that event could be concluded from submitted 

data and hardware database of DR/EL facility and Numerical relays would be created. 

The database of DR/EL facility and Numerical relays at substation would help in 

monitoring the compliance of different protection standards.  

Representative of POWERGRID told that main objective of any protection 

engineers is to study/analyse cause of the tripping and suggest/take remedial measures to 

avoid such trippings in future. He told that detailed analysis report consisting of above is 

regularly submitted by POWERGRID. He further stated that excel file format attached is 

time consuming which will affect the main objective of analysis. He agreed that database 

is necessary for which data can be submitted once. He stressed that not only the format 

but also its compliance should also be discussed considering its complexity. 

Representative of DTL stated that data in mentioned format can be submitted but 

stressed that focus should be on tripping analysis. Representative of Punjab told that it is 

difficult to submit the data in mentioned format as many times trippings weren’t reported 

by field engineers. He was of the view that many columns in excel format were irrelevant 

Representative of UPPTCL stated that format is very long but they were submitting the 

data in mentioned data. 

Representative of NRLDC emphasized that data in the mentioned format is as 

important as tripping analysis and both should be submitted. SE(O) highlighted that data 

could also be used for Transmission availability certification. He advised to begin the 

data submission in mentioned format and considering the issues faced in implementation 

format would be simplified further, if required. 

Members may deliberate on the format for Detailed Analysis report. 

 

A.7. Persistent surge problem encountered by KWHEP since commissioning of 

Kala Amb substation. (Agenda by Karcham Wangtoo HEP) 

 

Background of problem: 

KWHEP (4 x 250 MW) was connected to Abdullapur through double ckt line (212 km) 

since its commissioning in yr. 2011. This line is being maintained by Jaypee Power Grid 

Ltd. This line was working very well till Nov ‘2017 when Kala Amb substation was 

connected through LILO at about 175 km from KW. Ever since the introduction Kala 

Amb S/s, we are facing the problem of ‘increase in LA counters’ located at Karcham 



Wangtoo Pothead yard. This increase is taking place in all the LAs of both ckt 1 and ckt 2 

(Total six nos. LA). 

Risk to KWHEP: 

The counters have increased manifold (6-7 times) since introduction of Kala Amb and is 

still continuing to increase. Such high increase and further increasing trend pose risk to 

our LAs, power transmission and grid. Multiple attempts were taken from Kala Amb end 

to close their circuit breaker on 21st Nov’ 17 and 5th Dec’ 17 for back charging the line, 

as their relay tripped due to SOFT each time, they tried to close the CB, and the LA 

counters increased at Wangtoo end on all trials. The generating station are at the 

receiving end and bear the most of the risk posed to our equipment and generation loss. 

Action till now: 

The issue was discussed with our counterparts at Kala Amb several times telephonically 

and requested to solve the problem. As per their request, we rechecked all our setting and 

also sent our relay settings to them for review which was found ok. The mail was further 

forwarded to AM NR2 and several other people in PGCIL by Kala Amb team. On 5th 

April ’18, we received a reply from Mr Atul Mathur (Asst. Chief Design engineer) in 

which he requested us to have our LAs tested and report be submitted for review to 

PGCIL. We immediately got all our LAs tested by PGCIL National Test Laboratory, 

Jalandhar on 12.4.16. All the LAs were found in excellent working condition and the test 

reports were submitted to PGCIL on 13.4.18 (Copy of mail and test reports attached as 

Annexure-IV). 

Present Status: 

We have no feedback till now after submission of our reports despite several telephonic 

reminders. Despite our request to involve us also in solving the problem, we are 

completely unaware of further development.  

Looking at the huge risk at our end, it is requested to take appropriate action immediately 

to solve this long persistent problem. 

 

A.8. Follow up action on outstanding issues from previous meetings: 

A.8.1. Non- availability/defective PLCC link of STU Lines terminated at 

POWERGRID (NR-2) substations 

 

22
nd

 PSC meeting on 22
nd

 July, 2013-  POWERGIRD had submitted a list of its 

NR-2 sub-station in 22nd PSC meeting where PLCC was non-functional at other side.  

36
th

 PSC meeting on 19
th

 September, 2018- Status of PLCC work in these sub-

stations, as updated in the meeting is as under: 

 

Sl. 
No. 

Name of 

Substation 

Name of 

Transmission Line 

Availability 

of PLCC 
Updated 

Status in 

Present status 



36
th

   PSC 

PLCC issues with PSTCL 

1 Amritsar 
220 kV Verpal –I 
 

Not installed 
 

Equipment 

has been 

installed at 

both the 

ends. End to 

end testing 

would be 

completed by 

30.09.2018. 

 

 

PSTCL may update the status. 

 

A.8.2. PLCC and Auto Re-closure issues related to UPPTCL 
 

28
th

 PSC meeting on 19
th

 December, 2014 - POWERGRID had informed 

that there were various lines of UPPTCL wherein PLCC panels and auto re-

closure schemes were not in working condition due to which frequent tripping of 

lines on transient faults were taking place.  

36
th

 PSC meeting on 19
th

 September, 2018- Status updated by UPPTCL 

and POWERGRID in the meeting was as under: 

 

Sl. 

No. 

Name of 

Transmission Line 
Details of PLCC 

Status as updated 

in 35
th

  PSC 

Present status 

Allahabad S/S 

1. 220kV Allahabad-

Rewa Road-I 

PLCC link was 

through but failed 

frequently due to 

non availability of 

wave trap at Rewa 

Road end.  

Representative of 

UPPTCL stated 

that relay panels 

were to be 

replaced. The 

shutdown was 

awaited. It was 

expected to be 

done by end of the 

month.. 

 

2. 220kV Allahabad-

Rewa Road-II 

 

Kanpur S/S 

1. 220kV Kanpur-

Mainpuri 

PLCC panels not 

available 

PLCC panels were 

supplied but yet to 

be commissioned. 

 

Gorakhpur S/S 



1. 220kV Gorakhpur-

Barhua 

PLCC were not 

functional 

The relays were 

being replaced 

with Numerical 

relays. 

 

 

UPPTCL/POWERGRID may update the status. 

 

A.8.3. Islanding scheme for Rajasthan and Punjab 

A.8.3.1. Islanding scheme for Rajasthan  

 

30th PSC meeting on 21st September, 2015 - RVPNL had stated that 

existing islanding scheme meant for RAPP-A and RAPP-B would change entirely 

if Mahi HPS is excluded from the scheme. Also, result of dynamic simulation 

studies had not yet been received from CPRI. RVPNL was requested to 

implement the scheme provisionally & necessary actions for procurement of 

relays etc. was to be initiated with completion target of one year. RRVPNL had 

agreed for the same. 

 

31st PSC meeting on 7th June, 2016 - RVPNL stated that the 

procurement process for this islanding scheme was underway and the scheme, 

without considering Mahi, was expected to be functional by December, 2016. 

 

32nd  PSC meeting on 30th November, 2016 - RVPNL informed that the 

scheme excluding Mahi HPS would be implemented by June 2017.  

 

33rd PSC meeting on 22nd February, 2017 - Status could not be 

confirmed as no representative of RVPNL attended the meeting. 

 

34th PSC meeting on 4th August, 2017 -   RVPNL intimated that relay 

purchase in process and the scheme is to be implemented by 31.01.2018. 

 

35
th

 PSC meeting on 20
th

 June, 2018 – Representative RVPNL intimated 

that scheme has been approved but the purchase process was reverted back. He 

further told that re-tendering for relays is in process. 

 

36
th

 PSC meeting on 19
th

 September, 2018- Representative of RVPNL 

stated that procurement has been completed and scheme would be implemented 

by Dec, 2018. He told that Mahi HPS has been permanently excluded from the 

scheme. 

 

RVPNL may update the status. 

 

A.8.3.2. Islanding scheme for Punjab  

 

A meeting was held on 27th November, 2014 at NRPC Secretariat to 



review the islanding schemes for Punjab. In this meeting, it was decided that 

PSTCL would implement the scheme envisaged for Lehra Mohhabat TPS and 

Bhatinda TPS at first instance. Thereafter, based on the experience of such 

scheme, the islanding scheme meant for Ropar TPS would be implemented. 

PSTCL had informed that stability study for the scheme was being carried out by 

CPRI and report of the same would be available by 31.12.2014. Thereafter, 

procurement would start.  

29
th

 PSC meeting on 9
th

 February, 2015 - PSTCL had informed that 

CPRI has submitted the dynamic study for islanding scheme for Bhantida TPS 

and PSTCL was under process of implementing the scheme. Procurement process 

was underway and the scheme would get implemented by 30.11.2015. PSTCL 

was requested to share the approved scheme with NRPC Sectt. and NRLDC. 

PSTCL had agreed for the same. 

31
st
 PSC meeting on 7

th
 June, 2016 - PSTCL had informed that relays for 

islanding scheme of Bhatinda TPS had already been procured and installation of 

these relays was under process. He further stated that the scheme would be made 

functional by 30.09.2016. 

32
nd

 PSC meeting on 30
th

 November, 2016 - PSTCL informed that 

Bhatinda, which is a part of the islanding scheme, would be in operation for a 

limited period during summer. In view of this, the scheme needs revision. Once 

the revised scheme is finalised it would be implemented. PSC advised PSTCL to 

finalise the scheme at the earliest and to share it with all the concerned including 

NRPC Sectt.    

33
rd

 PSC meeting on 22
nd

 February, 2017 - PSTCL was requested to 

expedite the process and submit the information at the earliest. 

34
th

 PSC meeting on 4
th

 August, 2017 – PSTCL was given approval to 

implement islanding scheme for only GHTP control area citing the plans of 

PSPCL to shut the GNDTP Bathinda plant by the year end. They were further 

requested to complete the same by 30.09.2017 and to submit the details of actual 

implemented schemes to NRLDC Secretariat and NRPC.  

35
th

 PSC meeting on 20
th

 June, 2018- Representative of PSTCL stated 

that consent of PSPCL was received a one week before for the execution of 

Islanding scheme on only GHTP control area. It will be executed by 30.09.2018. 

36
th

 PSC meeting on 19
th

 September, 2018- Representative of PSTCL 

stated that data was awaited from the PSPCL. He stated that PSPCL was 

requested to submit the data of the units which would be kept ON during 

peak/non-peak period. They have submitted the data stating that all the units 

would be kept ON but in actual scenario it has been observed that units for Lehra-

Mohabbat TPS were off during winter and ran up to 50% in paddy seasons. He 

told that scheme would be implemented in a month after consultation with 

PSPCL. 

PSTCL may update the status. 



 

A.8.4 Progress of rectification of deficiencies observed/improvements suggested in 

Basic Protection Audit. 

  

The status of rectification of deficiencies observed in Basic Protection Audit 

carried out by POWERGRID & CPRI is to be submitted on monthly basis. The updated 

status in regard to expected completion time of rectification of protection related 

deficiencies as informed by utilities is enclosed as Annexure-V. 

 

Utilities are requested to update the latest status. 

  

A.8.5. Third Party Protection Audit by the Protection Experts for intra-state 

system/ balance system not covered in Basic Protection Audit. 

 

 The status of TPPA as updated in the 34
th

 PSC meeting is enclosed as Annex-

VIII. In the 34
th

 PSC meeting, PSC again stressed over non-rectification of deficiencies 

by most of the utilities. Utilities which have not submitted the action plan were requested 

to submit the same at the earliest. All the utilities were again requested to submit the 

action plan and to ensure expediting the process for rectification of discrepancies found 

in the audit. Annexure-VI. 

 

  Utilities are requested to update the latest status. 

 

A.8.6. Status of Bus Bar protection 

 

As per the report of Basic Protection Audit carried out by CPRI and 

POWERGRID in 2012, non-availability/non-functionality of Bus Bar Protection at many 

of the S/S was one of the major observations.   
 

19
th

 PSC meeting on 21
st
 November, 2012 - Action plan for rectification 

of deficiencies enumerated in the report was updated by the utilities during the 

meeting. This status has subsequently been revised based on information 

submitted by the utilities from time to time. 

20
th

 PSC meeting on 5
th

 April, 2013 – As per the decision taken in 83
rd

 

OCC held on 17th January, 2013, it was agreed that each transmission and 

generation utility would nominate two protection experts and thereafter protection 

audit at intra-State sub-stations and generating stations can be carried out by a 

team drawn from these experts. List of nominations was prepared and updated 

subsequently. 

21
st
 PSC meeting on 25

th
 June, 2013 – Bus Bar Protection Status as 

available with NRPC secretariat was discussed in the form of tabled agenda item 

and utilities were requested to update the same with 15 days. 



22
nd

 PSC meeting on 22
nd

 July, 2013 – Information was not submitted by 

any of the utilities. Members were requested to update the status of Bus Bar 

Protection. 

23
rd

 PSC meeting on 9
th

 September, 2013 – Only DTL, BBMB PSTCL, 

POWERGRID, NHPC and HPSEB Ltd. submitted the status. All other utilities 

were requested to update the status of Bus Bar Protection. 

24
th

 PSC meeting on 17
th

 December, 2013 – Only DTL, BBMB PSTCL, 

POWERGRID, NHPC and HPSEB Ltd. had submitted the status. All other 

utilities were requested to update the status of Bus Bar Protection. 

25
th

 PSC meeting on 12
th

 February, 2014 – Immediate Alternative of 

Bus Bar Protection Scheme - RVPNL stated that in the Sub stations, where Bus 

Bar Protection Scheme was currently not available, time setting of bus coupler 

connected in between main Buses may be reduced to 100 ms (operating time) and 

reverse reach of feeders may be reduced to 2 km and with time of operation as 

160 ms. With above settings, in case of actual Bus fault, bus coupler operation 

will isolate the faulty buses from other main buses and feeders will also trip. This 

operation will reduce the fault duration and the healthy buses will remain intact.  

PSC was of the view that scheme can be used purely as a temporary 

substitute till Bus Bar Protection is not installed. But at the same time, members 

expressed that endeavour should be made to operationalize Bus Bar Protection at 

the earliest. 

28
th

 PSC meeting on 19
th

 December, 2014 – Utilities were requested to 

expedite the implementation of Bus Bar Protection and submit the information. 

31
st
 PSC meeting on 7

th
 June, 2016 – PSC expressed concern of non-

functioning of Bus Bar Protection at many sub-stations in the region. It was 

decided that efforts would be made to expedite implementation of Bus Bar 

protection and submit the information to NRPC Sectt with progressive 

commissioning of Bus Bar protection.  

Attention of members was also drawn towards deliberations in the 25
th

 

meeting of PSC held in Feb, 2014, wherein it was decided that as an interim 

arrangement an alternative to Bus Bar protection can be implemented. In this 

arrangement time setting of Bus coupler connected in between main Buses may 

be reduced to 100 ms (operating time) and reverse reach of feeders may be 

reduced to 2 km and with time of operation as 160 ms. With above settings, in 

case of actual Bus fault, Bus coupler operation will isolate the faulty Buses from 

other main Buses and feeders will also trip. This operation will reduce the fault 

duration and the healthy Buses will remain intact. 

32
nd

 PSC meeting on 30
th

 November, 2016 – UPPTCL stated that as 

agreed in 25
th

 PSC meeting held in Feb, 2014, an interim arrangement alternative 



to Bus Bar protection has been implemented in some of their sub-stations. It was 

also informed that as normal operation has been reported, therefore, UP was 

planning to implement the same in other sub-stations. Delhi and Rajasthan also 

informed the similar action. It was felt that other states e.g. Haryana and Punjab 

may also implement the same as an interim measure till the bus -bar protection is 

installed. However, it was again emphasised that this would be a temporary 

arrangement only and must not be considered as an alternative to bus -bar 

protection. 

33
rd

 PSC meeting on 22
nd

 February, 2017 – PSC advised all the 

concerned utilities to make interim arrangement as decided in 32
nd

 PSC meeting, 

till the Bus bar protection is not installed. 

34
th

 PSC meeting on 4
th

 August, 2017- PSC advised to remove the 

alternate arrangement wherever Bus bar protection has been installed. UP has 

installed alternative schemes in almost all of the substations where Bus bar 

protection is installed. Rajasthan will start procurement after finalizing contract 

for implementation of Bus bar protection.   

35
th

 PSC meeting on 20
th

 June, 2018 - Representative of UPPTCL 

informed that alternated arrangements were removed in all the substations 

wherever a bus bar protection was installed. 

Representative of Rajasthan informed that out of 74 locations where bus 

bar protection was to be installed 56 locations have been completed. He 

informed that installation at other locations is in process. (Annexure - VII) 

Utilities may update the status of Bus bar protection and the status of 

interim measures taken at their end. 

 

A.8.7.  CERC order on Petition No. 9/SM/2014 and 10/SM/2014 

 

SE, NRPC stated that CERC in its order dated 14.06.2016 in Petition no. 

9/SM/2014 for investigation of tower collapse and load crash in Northern Region on 

30.5.2014 and Petition no. 10/SM/2014 for investigation of Line Outage due to Tower 

Collapse in Northern Region during April 2015 to June 2015 directed RPC Secretariat to 

examine the cases of delayed clearance of faults on transmission system during last two 

years and to submit an analysis report within six month from the date of issue of the 

order. The status of the delayed clearance of the fault from 01.04.2014 to 01.06.2015 was 

enclosed as Annex-VI of the agenda of 32
nd

 PSC meeting. In the agenda following action 

was proposed: 

 

 Utilities which had not submitted the detailed report along with the remedial 

measures taken/being taken were requested to submit the same. 

 Utilities whosoever had submitted the report along with the measures to avoid the 

recurrences of these types of tripping were requested to submit the status of action 

suggested in report. 

 



In the 32
nd

 PSC meeting, members were requested to submit the reason for 

delayed clearance of faults and action taken to avoid recurrence, by 15
th

 Dec, 2016 to 

NRPC Sectt. 

 

Again in the 33
rd

 PSC expressed concern over non-submission of data. Utilities 

were requested to furnish the information by 07.03.2017, so that the report may be 

submitted to CERC. 

 

Subsequently, vide letter dated 10.07.2017, members of PSC were asked to 

submit the action taken on the recommendation of the discussions held in last 04 PSC 

meetings (30
th

, 31
st
, 32

nd
, 33

rd 
) by 25.07.2017).  

 

The issue was again flagged in 34th PSC meeting in which all the members 

agreed to submit the details as required.  The status of details received is as given below: 

 

Description Information submitted by 

Details regarding Event List as mentioned at 

Annex-VI to 34
th

 PSC Minutes (Reasons /Action 

taken for Delayed Clearance of faults) 

UPPTCL(Central and East North 

Zone), NJHPS, POWERGRID, 

NHPC, DTL, RRVPNL 

Action taken status on the recommendation of 

the discussions held in last 04 PSC meetings 

(30
th

, 31
st
, 32

nd
, 33

rd 
) 

BBMB, NHPC, POWERGRID 

(NR-2) and NAPS 

 

36
th

 PSC meeting on 19
th

 September, 2018-- Members were informed that list of 

events of delayed clearance of faults from 01.04.2014 to 01.06.2015 was already 

circulated but data has not been submitted by utilities. Utilities were requested to furnish 

the information as mentioned above at the earliest as the details need to be submitted to 

CERC.  

In 40
th

 TCC/43
rd

 NRPC meeting held on 29th and 30th October, 2018- It was 

informed that list of delayed clearance fault was circulated again and again but data has 

been only received from the utilities mentioned above. He informed that partial 

information received till date was submitted to CERC as show cause notice was issued 

for non-submission of data in compliance of CERC order on Petition No. 9/SM/2014 and 

10/SM/2014. He told that complete information would be submitted to CERC after 

receiving from utilities.   

Utilities are requested to furnish the information as mentioned above at the 

earliest as the details need to be submitted to CERC.  

 

A.8.8 General Recommendations/Best Practices in PSC meeting 

 

In the 32nd PSC meeting it was deliberated that there is a need to keep the 

compilation of the general recommendations of the Protection Sub- Committee for 

reference. The compiled list of recommendations of PSC was circulated with the agenda 

of 33rd PSC meeting and also enclosed as Annexure – XII of 35
th

 PSC agenda. 

Members were requested to adhere to these general recommendations and follow 



the best practices as suggested by PSC. Members were also requested to forward best 

practices in their utility or any other utility which can be adopted to include in this 

compilation. 

 

35
th

 PSC meeting on 20
th

 June, 2018 - It was informed that list of general 

recommendations was formed considering best practices as suggested by PSC but it has 

been observed that these practices were not being implemented. All the utilities were 

requested update the status regarding actions taken to adhere these general 

recommendations. 

In 36
th

 PSC meeting on 19
th

 September, 2018 - Representative of NRLDC stated 

that during the deliberations in PSC meetings if any recommendation was recurring, then 

it was considered as general recommendation by PSC to be adhered by utilities. It has 

been observed that these recommendations were not followed by utilities and tripping due 

to same reason have been noticed. He insisted that utilities should adhere with these 

recommendations. Utilities were also requested to share any frequent cause of tripping, 

maloperation observed due to particular setting or any input beneficial for other utilities 

so that these recommendations could be expanded. 

In 40
th

 TCC/43
rd

 NRPC meeting held on 29th and 30th October, 2018- It was 

informed that compiled list of recommendations of PSC was circulated as General 

recommendations/Best Practices in PSC meetings. Utilities were requested to adhere to 

these general recommendations and to forward best practices in their utility which can be 

adopted to include in this compilation. It was informed that compendium of all the best 

practices would be made and same could be followed by the region as whole which might 

help in mitigating instances of mal-operation/mis-operation. 

 

Utilities may update the status regarding actions taken to adhere these general 

recommendations. 



Tripping discussions in monthly OCC meetings 

1. Complete outage of 400/220 kV G. Noida (UP) on 06 Nov 2018 at 22:40hrs (Discussed in 151st  
OCC meeting): 

As reported by UP SLDC, conductor of R phase 400 kV Bus-A got broken at 400/220 kV G. Noida 
leading to 400 kV bus-bar fault at 400/220 kV G. Noida (UP). 400 kV bus bar protection did not 
operate at 400/220 kV G. Noida (UP). It was found that none of the breaker opened from 400 kV 
G. Noida (UP) end.  

All the 400 kV connected lines from 400/220 kV G. Noida (UP) lines tripped from remote end. 
This resulted in loss of approx. 800-900 MW and frequency increasing from approx. 49.91 Hz to 
50.12 Hz (thus a jump of approx. 0.11 Hz). After the tripping the line loading on remaining lines 
remained within limits.  

As reported by NTPC Dadri, Vibration more 200 microns also sensed in Dadri stage-2 units. 

400/220 kV G. Noida (UP) station is an important load feeding station in Delhi NCR with 1630MVA 
(2*315MVA+2*500MVA) capacity. Connectivity Diagram is as below: 

 
 

 



As per PMU data maximum dip in R-phase and fault clearance time was ~400ms. Delayed 
clearance of fault as per PMU data. PMU plot of phase voltages of Ballabhgarh (PG) is as below: 

 
 

 
AS per PMU plot of frequency, it seems load loss occurred in the system. 

 



As per SCADA data, load loss of around 830 MW observed in UP demand met. As informed by 
UP, Sector-62 Noida is further connected in the Grid through 400kV Indirapuram. All other 220 
kV feeders and downward ICTs at 400/220kV G. Noida feed the radial load. SCADA data plot is as 
below: 

 

As per SCADA SoE: 

• 400 kV Dadri-G. Noida ckt tripped immediately from Dadri (NTPC) end. No breaker opened 

at 400/220 kV G. Noida end. 

• Tripping also occurred at 400 kV G. Noida (765/400 kV)-G. Noida (400kV) ckt-1 & 2 from 

400 kV G. Noida (765/400 kV) end. 765/400 kV 1500MVA ICT-1 also tripped at 765/400 kV 

G. Noida (UP). 

• It seems time synchronization error in the reporting of SoE of 765/400 kV G. Noida (UP) and 

400 kV Nawada (Haryana) 

 



 

 
UPPTCL representative informed that R-phase pantograph isolator assembly of 400 kV G. Noida 
(end)-Dadri ckt got snapped and fell down causing 400 kV bus fault at 400 kV G. Noida (UP) 
station. 400 kV bus bar protection was not operated and all the 400 kV connected elements 
tripped from remote end in Z-2 distance protection operation. Further during investigation, it 
was found that only one source of 220 Volt DC was available for bus bar protection panel and 
positive fuse of this DCDB source-2 was found blown off resulting into 220V DC supply failure to 
400 kV bus bar protection panel and 400 kV bus bar protection failed to operate.   
 
Remedial Measures (As per UPPTCL report): 

• In order to avoid any such incident in future both 400 kV and 220 kV bus bar protection 
relays have been fed with double DC source from DCDB independently along with DC 
supervision relay for both the DC supply of the bus bar protection relays. Both the DC 
supply to the bus bar protection relays and its DC supervision relays have been tested and 
found in order. Later bus bar protection put back into service. 

• Testing of 400 kV bus bar protection at 400 kV G. Noida (UP) to be done. 

• Testing of protection of 1500 MVA ICT-I at 765 kV G. Noida S/S. 
 

NRLDC representative also raised the concern of outage of entire substation in 400 kV Delhi ring 
being a serious operational issue and any further tripping could result into disturbance 
propagating to larger area. 
 
MS, NRPC also raised concern for non-operation of bus bar protection at important station of 
400 kV G. Noida (UP) near Delhi control area and suggested for further detailed investigation of 
the incident and submit the report of the incident.  
 

Time S/S name
Voltage Level 

(in kV)

Element 

Name
Element Type Status Remarks Comment

22:20:48,354 NAWADA 400kV 4GNODA1 Circuit Breaker Open

Time 

Synch 

error

Main CB of 400kV Nawada(end)-Greater Noida opens

22:40:09,160

22:40:09,165 DADRI (Thermal) 400kV 20GN1MA2 Circuit Breaker Open
Tie CB of 400kV Dadri(end)-Greater Noida & 400kV 

Dadri(end)-Mandola ckt-2 opens

22:40:09,212 DADRI (Thermal) 400kV 21GNODA1 Circuit Breaker Open Main CB of 400kV Dadri(end)-Greater Noida opens

22:40:37,000 GNOD7_U 400kV 403T1 Circuit Breaker Open
400kV side main CB of 1500 MVA ICT 1 765kV Greater 

Noida opens

22:40:37,000 GNOD7_U 765kV 701T1 Circuit Breaker Open
765kV side main CB of 1500 MVA ICT 1 765kV Greater 

Noida opens

22:40:37,000 GNOD7_U 400kV 402T1T3 Circuit Breaker Open 400kV side tie CB of 1500 MVA ICT 1 765kV Greater 

22:40:37,000 GNOD7_U 765kV 702AGRT1 Circuit Breaker Open 765kV side tie CB of 1500 MVA ICT 1 765kV Greater 

22:40:37,000 GNOD7_U 400kV 415GNDA2 Circuit Breaker Open
Main CB of 400kV Greater Noida(765kV)(end)-Greater 

noida(400kV) ckt-2 opens

22:40:37,000 GNOD7_U 400kV 418GNDA1 Circuit Breaker Open
Main CB of 400kV Greater Noida(765kV)(end)-Greater 

noida(400kV) ckt-1 opens

22:40:37,000 GNOD7_U 400kV 414SPGD2 Circuit Breaker Open
Tie CB of 400kV Greater Noida(765kV)(end)-Greater 

noida(400kV) ckt-2 opens

22:40:37,000 GNOD7_U 400kV 417SPGD1 Circuit Breaker Open
Tie CB of 400kV Greater Noida(765kV)(end)-Greater 

noida(400kV) ckt-1 opens

As per PMU data

Time 

Synch 

error



Action Point: 

• Outage of entire substation in 400 kV Delhi ring is a serious operational issue and any 

further tripping could result into disturbance propagating to larger area and therefore, 

safeguards by way of protection system improvement  need to be expedited. 

• Healthiness of 400 kV Bus bar protection at 400/220 kV G. Noida (UP) station needs to be 

ensured. 400 kV bus bar protection shall be tested within 7days and submit the report to 

NRPC/ NRLDC. (Action: Uttar Pradesh; Time Frame: 7days) 

• DC supply supervision relay and its alarm to be wired in control room and shall be visible 

to the control room operator. If DC supply failure alarm came into the system same needs 

to be attended on priority basis within 24hrs. 

• Instantaneous tripping of 400 kV Dadri-G. Noida ckt from Dadri end needs to be looked 

into as fault was in Z-2 from Dadri end.  (Action: NTPC; Time Frame: 7days) 

• Tripping of 1500MVA 765/400 kV ICT-1 at 765/400 kV G. Noida (UP) needs to be checked 

and corrected. Protection Co-ordination of 1500MVA ICT with 400 kV G. Noida 

(765/400kV)-G. Noida (400/220kV) ckts also to be checked. (Action: Uttar Pradesh; Time 

Frame: 15days) 

• Time synchronization of SCADA SoE of 765/400 kV G. Noida (UP) and Nawada (Haryana) 

to be checked and corrected. (Action: Haryana and UP; Time Frame: 15days) 

 
UPPTCL/ Haryana/ NTPC requested to submit the detailed report comprising the reply on above 
points. 
 

2. Tripping of all 400kV elements at 400/220kV Aligarh(UP) (Discussed in 153rd & 154th OCC 
meeting): 

NRLDC representative stated the following as per gathered information:  
• 400 kV Aligarh (UP) is connected with Mainpuri D/C, Sikandrabad D/C, Muradnagar S/C, Panki S/C 

and two 500MVA 400/220 kV ICT’s. It has one and half breaker scheme. 

• Y-N fault occurred resulted in tripping of all 400kV ckts from Aligarh(UP) along with both 
400/220kV ICTs. 400kV Muradnagar-Ataur, 765/400kV ICT #1 at Mainpuri(UP) and 400kV 
Sikandrabad-G.Noida both ckts also tripped. 400kV Sikandrabad-Aligarh hand tripped. 

• Line fault in 400 kV Aligarh-Muradnagar ckt, during fault main and tie CB both were in service. 
During fault, tie CB tripped but main CB didn’t trip at Aligarh (UP) end. It further resulted into LBB 
operation but bus bar protection at 400 kV Aligarh (UP) was not healthy thatswhy all the elements 
tripped from remote end of the Aligarh (UP). It resulted into delayed clearance of fault. 

• 400 kV Sikandrabad- G. Noida ckt-1 & 2 tripped on DT received at Sikandrabad end. It occurred 
due to spurious pulse generated from telecom panels. Further, it is observed that certain control 
cables are getting earthed and causing DC leakage. (Remedial measures taken: arrested the DC 
leakage and replaced the faulty cables). 

• 400 kV Mainpuri-Aligarh ckt-1 & 2 tripped from Mainpuri end:- distance Z-3 protection operated. 

• 765/400 kV 1500MVA ICT at Mainpuri (UP) also tripped:- directional earth fault over current 
protection. 



• 400/220 kV 500MVA ICTs at Aligarh (UP) end tripped on back up over current earth fault 
protection. 

• As per PMU, fault cleared in 4000ms. As per NRLDC SCADA SoE, elements tripped in 
sequential manner in around 5000ms. 

 
A preliminary report of the event has been issued from NRLDC. The PMU plot and NRLDC SCADA 
SoE are as follows:  
 

 
 

 



 



Extract of report received from UPPTCL: 

 



 
UPPTCL representative further informed that 400 kV bus bar protection at 400 kV Aligarh (UP) is 
defective. Issue has been taken up with OeM and would be resolved as soon as possible. 
 
NRLDC representative further added that delayed clearance of fault of 4000ms as against the 
standard of 100ms is very alarming and it shows the failure of multiple layer of protection system. 
In this case if bus bar protection was not in service than reverse zone protection should have 
cleared the fault within 500ms or Z-2 from remote end should have cleared the fault. However, 
fault persisted for 4000ms and further resulted into tripping of 765/400 kV ICT at nearby station 
of Mainpuri (UP). 400 kV G.Noida-Sikandrabad ckt-1 & 2 also tripped during the fault on spurious 
DT signal received at Sikandrabad end. Signal was not generated at G. Noida end. It is also serious 
cause of concern and needs to be addressed immediately. 
 
UP was requested to kindly look into the following:  

• Exact reason and location of fault 

• Delayed clearance of fault of around 4000ms 

• Simultaneous tripping of multiple elements within 5 seconds of fault 

• Status of tripping of 220kV feeders at Aligarh to be confirmed as per SCADA SLD, power 
flow is observed in the 220kV ckts 

• Reason of outage of bus bar protection at Aligarh (UP) and remedial measures taken. 
(Intimation to RPC/ RLDC about outage of bus bar protection??) 



• Non operation of reverse zone protection for outgoing lines from 400 kV Aligarh (UP) 
needs to be looked into. 

• Reason for tripping of 400kV Sikandrabad(UP)-G.Noida(UP) ckts as well as all other 
elements 

• Review of settings of ICTs at Aligarh and Mainpuri 

• Explanation for sequential tripping of elements as tabulated in attached NRLDC SoE data 

• DR/EL, Report along with remedial measures taken to be shared covering above points. 
 

An event of such magnitude wherein forced outage of elements occurred at complete voltage 
level of a station may affect the safety and security of the grid. Further, delayed clearance of 
4000ms as against the standard of 100ms is also very alarming and indicate towards an 
immediate and in depth analysis. UP was requested to look into the event and send a report on 
above points, take remedial measures to avoid such incidents in future. 
 
 

3. Multiple element tripping at 400 kV Dadri TPS and tripping of HVDC Rihand-Dadri Pole-2 
(Discussed in 154th OCC meeting): 

NRLDC representative stated the following:  
 

• As reported, B-N (LG fault) fault followed by R-Y phase to phase ground fault (LLG fault) occurred very 

near to gantry of the Dadri end of 400 kV Dadri-G. Noida line and Dadri-Maharani Bagh line on 08th 

December 2018, at 17:41:22 and 17:41:27 Hrs respectively. 

• In antecedent condition 400 kV Maharani Bagh-Ballabhgarh ckt and G. Noida-Nwada ckt was already 

under shutdown and 400 kV Dadri-G. Noida ckt was in Non-auto mode due to ongoing work on OPGW 

wire. 

• At 17:41:22hrs, 400 kV Dadri-G. Noida ckt tripped. Z-3 start in 400 kV Dadri-Maharani Bagh and Z-2 

start in 400 kV Dadri-Mandaula ckts. 

• At 17:41:27hrs, 400 kV Dadri-Maharani Bagh ckt tripped. Along with Dadri-Maharani Bagh, 400 kV 

Dadri-Mandaula ckt-1 & 2 also tripped. 

• HVDC Rihand-Dadri Pole-2 also blocked on excessive delay angle protection. (protection send blocking 

command if alpha angle is more than 40 degrees for 10 second or more) 

• Because of blocking of Pole-2, HVDC Rihand-Dadri SPS case-2 (load reduction more than 500 MW) 

also operated and resulted into load shedding in C& D load group. 

• In Punjab, rate of change of frequency (RoCoF) protection operated and resulted load shedding in 

Punjab control area. (more than 500MW load loss on account of SPS and df/dt operation) 

• In recent past, number of tripping has increased due to snapping of OPGW wire or during 

maintenance of earth wire/ OPGW wire. Utilities shall take special precautions in this regard. 



• Shutdown of 400 kV Maharani Bagh-Ballabhgarh ckt and 400 kV G.Noida-Nwada was extended for 

more than 22 days from its approved time. It is serious cause of concern and NRLDC already wrote a 

letter to POWERGRID. 

• Load relief for load group C&D in case of SPS operation of HVDC Rihand-Dadri Pole-II was very low 

compare to planned load shedding of 520MW.  

• Unwanted operation of RoCoF protection in Punjab is cause of concern as it is a clear failure of last 

defence mechanism. 

The PMU plot and NRLDC SCADA data and SoE are as follows: 

 



 

 



 



 

 



Constituent Details are as follows: 

 
 

 



 
 
POWERGRID representative informed that internal decision has been taken to do OPGW work in 
offline mode at critical location of highway and railway crossing. Such type of location is also 
dangerous for human safety. Special precautions would also be taken in future work in online 
mode. DR/EL has been shared for all the tripped elements. Detailed report and remedial 
measures report would be shared separately.  
 
POWERGRID representative further informed that both 400 kV lines, 400 kV Maharani Bagh-
Ballabhgarh and G. Noida-Nwada ckt would be revived on or before 23rd Dec 2018. 
 
NTPC representative informed that again vibration observed during fault in the system. This time, 
maximum vibration was of 207 microns and die down immediately after fault clearance. NTPC 
representative once again requested forum to provide the solution for observation of high 
vibration in Dadri stage-II units. 
 
RLDC representative once again stated that oscillation/ vibration was not captured in electrical 
parameter through PMU data. NRLDC also wrote a letter to CTU/ CEA for further analysis of the 
event. After that this matter was also discussed in separate meeting held between CTU, NTPC, 
NRPC and NRLDC.  
 
MS, NRPC requested NTPC to submit all the generator details to CTU for further studies with a 
copy to NRPC/ NRLDC. 
 
 



POWERGRID was requested to kindly look into the following:  
• Minimize tripping/ fault during OPGW installation. 

• Expedite the revival of 400 kV Ballabhgarh-Maharani Bagh ckt as import margin is not available 
for Delhi to handle any contingency within state control area. 

• Unwanted tripping of 400 kV Delhi-Mandaula ckt-1 & 2 from Mandaula end and remedies taken 

• Reason of HVDC Rihand-Dadri Pole-II tripping and remedial measures taken. (is it due to 
commutation failure or dropping of auxiliary supply at Dadri end) 

• SPS signal sending details from Rihand and Dadri and receipt of signal from remote end. (Time 
stamped signal of SPS) 

• Co-ordinate with Punjab for non-operation of SPS feeders in Punjab 

• Check the unnecessary tripping of 220 kV Samaypur-Palwal feeders from Ballabhgarh (PG) end. 

• Detailed report of the incident covering all the aforesaid points shall be shared to NRPC/ NRLDC 
within 7days. 

 
NTPC was requested to kindly look into the following:  

• Reason of tripping of three auxiliary bus at Dadri TPS. 

• Voltage drop relay setting for auxiliary bus contactor needs to be checked. 

 
Punjab was requested to kindly look into the following:  

• Exact reason of operation of RoCoF relays in the region and remedial measures taken. 

• Co-ordinate with POWERGRID to check and correct the reason of non-tripping of feeders comes 
under SPS load group. 

• Detailed report of the incident. 

 
Rajasthan, Haryana, UP was requested to kindly look into the following:  

• SPS operation details and analysis for lower load relief and remedial measures taken report. 

 
Multiple element tripping at 400 kV Dadri was a near miss event and it would have further added 
into major catastrophe in case of cascade tripping of one or more line in the system. HVDC pole 
blocking and distance protection over reaching is also alarming and indicate towards an 
immediate and in depth analysis. All the concerned utilities were once again requested to look 
into the event and send a report on above points, take remedial measures to avoid such incidents 
in future. 
 



Northern Regional Load Despatch Centre 

 

Agenda for 37th PSC meeting 

 

21/01/2019 

 

NOTE: All the utilities are requested to submit DR/EL and other tripping 

related data to NRPC/NRLDC and bring the same in the 37th PSC meeting to 

be held on 21st January, 2019. They are also requested to make 

presentation highlighting cause of the event, actions taken and remedial 

measure to be taken in future for avoidance of similar instances. 

 

1. Tripping events 

 

A. Multiple times bus bar protection operation at 400 kV Orai (UP) during line 

fault on any outgoing feeder. 

 

Event category: GI-2 

 

Generation loss:  Nil 

Loss of load:   Nil 

Energy Loss:  Nil 

   

Data Summary received/available at NRLDC: 

 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 100ms   

Phase  of the fault PMU data 
Single phase 
to earth fault 

In different phase for 
different dates 

    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Uttar Pradesh Available   

DR/EL Uttar Pradesh 
Received 
(only DR) 

For some of the tripping 

Preliminary 
Report 

Uttar Pradesh Received After 24hrs 

Detailed Report Uttar Pradesh Not Received   
    



Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 
6.3, 6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), part-
II, B2 

Uttar 
Pradesh 

1. Detailed Report yet to 
be received 
2. Adequately Sectionalized 
and graded protective 
relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

1. 400 kV Orai (UP) is connected with Orai (PG) D/C, Mainpuri (UP) D/C, 

Parichha (UP) D/C and Banda (UP) D/C. It also has two 315MVA 400/220 

kV ICTs. It has one and half breaker scheme. 

2. Connectivity and SLD of 400 kV Orai (UP): 

 



 
 

3. Event Description for 16th Sep 2018 event: 

a. 400kV Mainpuri 765(UP)-Orai(UP) ckt-1 tripped on Y-N fault, 

34.9Km from Mainpuri 765(UP) end. At the same time, 400 kV Bus 

1 at 400kV Orai(UP) also tripped.  

b. In antecedent condition, 400kV Mainpuri 765(UP)-Orai(UP) ckt-1 

carrying 258 MW. 

c. Name of the tripped element: 

• 400 kV Orai (UP)-Mainpuri ckt-1 

• 400 kV Bus-1 at Orai (UP) 

 

d. As per UP report: No report received 

 

e. PMU data of frequency and phase voltages: 



 
 

 
 



f. SCADA SoE data:  

 
 

g. As per PMU data: 

• As per PMU, maximum dip in Y-phase.  

• Fault Clearance time: 100ms 

• SoE captured, it seems all the main CB connected to 400 kV 

Bus-1 of 400/220 kV Orai (UP) tripped after 900ms of fault 

occurrence 

 

h. Preliminary report, DR/EL and detailed report is still awaited from 

UP. 

 

4. Event Description for 29th Nov 2018 event: 

a. In antecedent condition 400 kV Orai-Parichha ckt-1 was under 

outage. 

b. In antecedent condition, 315 MVA ICT 1 carrying 123 MW and 

400kV Banda(UP)-Orai(UP) ckt-1 carrying 75 MW.  

c. Y-N transient nature fault occurred in 400 kV Orai (UP)-Mainpuri 

ckt-2. Line auto reclosed successfully however during line fault, 

400kV Banda(UP)-Orai(UP) ckt-1&2, 400 kV Orai (UP) Bus 2 and 



315 MVA ICT 1 at 400/220kV Orai(UP) also tripped due to 

operation of 400 kV bus bar protection (bus-2) at 400 kV Orai (UP).  

d. 400 kV Banda-Orai (UP) ckt-1&2 tripped as it was connected to 

only main Bus-2 at Orai (UP). Future bay yet to be commissioned. 

e. 400/220 kV 315MVA ICT-1 tripped as tie CB was already under 

outage due to outage of 400 kV Orai (UP)-Parichha (UP) ckt-1 

f. Following element connected to 220kV bus-2 of Orai (UP) tripped: 

• 400kV Banda(UP)-Orai(UP) ckt-1 

• 400kV Banda(UP)-Orai(UP) ckt-2 

• 315 MVA 400/220kV ICT 1 at Orai(UP) 

• 400 kV Bus 2 at 400/220kV Orai(UP) 

 

g. PMU plots of frequency, df/dt and phase voltage: 

 

 
 



 
 

h. SCADA SoE data:  

 



i. AS per UPPTCL details: 

 

 
 

j. As per PMU data: 

• As per PMU, maximum dip in Y-phase.  

• Fault Clearance time: 100ms 

• SoE captured, it seems all the main CB connected to 400 kV 

Bus-2 of 400/220 kV Orai (UP) tripped within 100ms of fault 

occurrence 

 

k. Preliminary report and DR/EL (partial) has been submitted however 

DR/EL and detailed report is still awaited from UPPTCL. 

 

5. Multiple time 400 kV bus bar protection of 400 kV Orai (UP) operated 

during line fault on outgoing 400 kV feeders. Following are the details of 

the tripping: 



 
 

Points for Discussion: 

 

1. Event on 16th Sep 2018: 

a. Exact location of fault and nature of fault. 

b. Sequence of tripping needs to be reported and explained. 

c. Mal-operation of 400 kV Bus Bar Protection (400 kV Bus-1) at 

400/220 kV Orai (UP) station during line fault in 400 kV Orai-

Mainpuri ckt-1 needs to be looked into. 

d. Similar incident happened multiple times. Operation of Bus Bar 

Protection in case of single phase to earth fault is serious cause of 

concern for grid security. UPPTCL is advised to look into the matter 

and take corrective action 

e. Detailed report, remedial measures report and supporting DR/EL 

needs to be submitted. 

f. Operation of 400 kV bus bar protection at 400/220 kV Orai (UP) to 

be reviewed and corrected. 

 

2. Event on 29th Nov 2018: 

a. Exact location of fault and nature of fault. 

b. Sequence of tripping needs to be reported and explained. 



c. Mal-operation of 400 kV Bus Bar Protection (400 kV Bus-2) at 

400/220 kV Orai (UP) station during line fault in 400 kV Orai-

Mainpuri ckt-2 needs to be looked into. 

d. Similar incident happened multiple times. Operation of Bus Bar 

Protection in case of single phase to earth fault is serious cause of 

concern for grid security. UPPTCL is advised to look into the matter 

and take corrective action 

e. Detailed report remedial measures report and supporting DR/EL 

needs to be submitted. 

 

3. Bus Bar Protection at 400 kV Orai (UP) needs to be thoroughly checked. 

4. Remedial measures report for all the other tripping to be submitted. 

 

UPPTCL may elaborate all the incident, submit the detailed report and may also 

apprise the members about corrective actions already taken/being taken (with 

time line) to avoid such events. 

 

 

B. Complete outage of 400/220 kV Gorakhpur (UP) at 16:56hrs of 17th Sep and 

10:03hrs of 22nd Oct 2018. 

 

Event category: GD-1 

 

Generation loss:   

Nil (17.09.18) 

Nil (22.10.18) 

Loss of load:    

225 MW (17.09.18) 

180 MW (22.10.18) 

Energy Loss:  UP may confirm about energy loss 

0.36 MU (17.09.18) 

0.15 MU (22.10.18) 

   

Data Summary received/available at NRLDC: 

 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 

440ms & 
440ms 

17.09.2018 

440ms 22.10.2018 

Phase  of the fault PMU data 
R-N fault  17.09.2018 

R-N fault  22.10.2018 



    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Uttar Pradesh Available 

17.09.2018 

22.10.2018 (Time Synch 
error) 

DR/ EL  Uttar Pradesh 
Received 
(Only Flag 
details) 

17.09.2018 (DR received 
from POWERGRID) 

22.10.2018 

Preliminary Report Uttar Pradesh Received 
17.09.2018 

22.10.2018 

Detailed Report Uttar Pradesh Not Received 
17.09.2018 

22.10.2018 

    

Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 
6.3) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), part-
II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning 
Criteria 

Uttar 
Pradesh 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report  
3. Correct operation of 
Protection System 
4. Delayed Clearance of 
fault 
5. Adequately 
Sectionalized and graded 
protective relaying system 

 

Based on above information description of the events is: 

1. 400 kV Gorakhpur (UP) is connected with Gorakhpur (PG) D/C, Azamgarh 

(UP) S/C. It also has 315MVA & 500MVA 400/220 kV ICT. It has DMT 

(double main transfer breaker) scheme. 220kV Gorakhpur 2 (UP) further 

connected with 220 kV Tanda (UP) S/C, Gorakhpur (PG) S/C and 400/220 

kV Gorakhpur (UP) D/C. 

2. Connectivity and SLD of 400/220 kV Gorakhpur (UP): 



 

 
 



3. Event Description for 17th Sep 2018 event: 

a. 400 kV Gorakhpur (UP) is connected with Gorakhpur (PG) D/C, 

Azamgarh (UP) S/C. It also has 315MVA & 500MVA 400/220 kV 

ICT. It has DMT (double main transfer breaker) scheme. 

b. During charging of 400KV Gorakhpur(UP)-Gorakhpur(PG) ckt-II 

through 400 kV transfer bay, R-ph parallel disc insulator of 400 kV 

transfer bus got damaged causing tripping of all 400 kV feeders, 

315MVA ICT-II, 500MVA ICT-I and 220 kV feeders on bus bar 

protection. 

c. After isolation of faulty bus section 400 kV feeders, ICTs, 220 kV 

feeders charged. Then after replacement of damaged disc 

insulators both 400 kV PGCIL ckts charged at 22:25 & 22:26 hrs 

respectively.  

d. Name of the tripped element: 

• 315 MVA ICT 2 at 400kV Gorakhpur(UP) 

• 500 MVA ICT 1 at 400kV Gorakhpur(UP) 

• 400 kV Gorakhpur(PG)-Gorakhpur(UP) ckt-1 

• 400 kV Gorakhpur(PG)-Gorakhpur(UP) ckt-2 

• 400 kV Azamgarh (UP)-Gorakhpur(UP) 

• 220 kV Gorakhpur (UP)-Gorakhpur 2 (UP) ckt-1 & 2 

• 220 kV Gorakhpur-Deoria ckt 

• 220 kV Gorakhpur-Hata ckt 

 

e. As per UP report:  

 



 

 



1) 500 MVA ICT-I :-at 16.00 hrs.           
i)Load: -199 MW, current: 527 Amp , Voltage: 227 KV. 

2) 315MVA ICT-II :-at 16.00 hrs.           
i)Load: -127MW, current: 336 Amp , Voltage: 229 KV. 

3) 400KV Azamgarh :-at 16.00 hrs.           
i)Load: -228MW, current: 318 Amp , Voltage: 412 KV. 

4) 400KV PGCIL-I :-at 16.00 hrs.           
i)Load: -47MW, current: 111Amp , Voltage: 408 KV. 

5) 400KV PGCIL-II :-at 16.00 hrs.           
i)Load: -47MW, current: 112Amp , Voltage: 408 KV. 

6) 220KV Deoria :-at 16.00 hrs.           
i)Load: +110 MW, current: 290 Amp , Voltage: 229 KV. 

7)220KV Gorakhpur-I :-at 16.00 hrs.           
i)Load: +16 MW, current: 53 Amp , Voltage: 227 KV. 

8)220KV Gorakhpur-II :-at 16.00 hrs.           
i)Load: +16 MW, current: 53Amp , Voltage: 228 KV. 

9) 220KV Out going-I :-at 16.00 hrs.           
i)Load: +71 MW, current: 195 Amp , Voltage: 228 KV. 

10) 220KV Out going-II :-at 16.00 hrs.           
i)Load: +75 MW, current: 195 Amp , Voltage: 228 KV. 

11) 220KV Hata-II :-at 16.00 hrs.           
i)Load: +00 MW, current: 10 Amp , Voltage: 225 KV. 
Weather condition: Clear

Affected Area:  Town  supply of Deoria, Kushinagar, 

Maharjganj,partially tehsil &  rural supply of Gorakhpur,  

Deroia, Kushinagar and Maharajganj districts.

6
Duration of interruption and Demand 
and / or Generation (in MW and MWh) 

interrupted

1) 500MVA  -  01 hrs.45 minutes                                      
2) 315MVA  -   01 hrs 37 minutes                     

3) 400KV Azamgarh- 01 hr 35 minues                         

4) 400KV PGCIL Ckt-I- 05 hr 28minutes                                     

5)400KV PGCIL Ckt-II-  05 hr 29 minutes                               

6) 220KV Deoria  -  01 hrs 41 minutes                                        

7) 220KV Gorakhpur-I  - 02 hrs 11 minutes                             

8) 220KV Gorakhpur-II  -  02 hrs 00minutes                          

9) 220KV Hata-II  -    02 hrs 14 minutes                                

10) 220KV Outgoing-I  - 01 hrs 41 minutes                                

11) 220KV outgoing-II  - 01 hrs 41 minutes

Antecedent conditions of load and 
generation , including frequency , voltage 

and the flows in the affected area at the 

time of tripping including weather 

condition prior to the event

5

 
 



Control Panel Relay Panel

HV side- 

18.41 hrs
HV side: 

LV Side-

18.42 hrs

VT fail,Directional 

O/C & E/F optd

Gr A trip relay optd MTR -186,286

Gr B trip relay optd

LV side:

Gr B trip relay 86B MTR -286

HV side- 

18.33 hrs
HV side:

LV Side- Gr A,B trip relay 86A1,86A2,86B1,86B2

Directional O/C &E/F with LBB pton 

INV HS E/F

LV side:

BB protn optd 96

master trip relay 

optd.
MTR 86

3
400 kV Bus Bar 

Protn panel
18.32 hrs BBR-87,Z2, 

4 400 kV Azamgarh 18.32 hrs A/R block, BB optd 186A,186B,96

5 400 kV PGCIL ckt-I 22.25 hrs

main-1/2 CR, Direct 

trip recive Ch-I/II, 

CB trouble alarm, 

CB auto trip,

RP1C- 79A/R block, bkr 50Z, 30KL, 

52X1 A/B,                          RP1B- cont 

multi relay 30R2/F2,main-II 

distance protn relay -R,B-ph alarm 

86B, 30P,30Q,                RP1A- cont 

multi relay 30R1/F1, main-I distance 

relay -R,Y,B-ph -pick,E/F, Z1, CR,86A 

6 400 kV PGCIL ckt-I 22.26 hrs

CB trouble alarm, 

carrier channel 

alarm

RP2C- CB trouble protn realy 52X1 

A/B, cont multi relay 30KL,  RP2B- 

cont multi relay 30 R2/F2, 30MN,  

RP2A- cont multi relay 30R1/F1, 

main -I distannce protn relay- R,Y,B-

ph E/F pick up,

7
220 kV Bus Bar 

Protn panel
18.34 hrs. BBR- 87, Z1

BB protn optd 96 optd.

Auto reclose lock 

out optd.
186A,186B

18.57 hrs BB protn optd BB relay 96, 67N/50LBB

Master trip relay 

10 220 kV Deoria 18.38 hrs
186 , 286optd., LBB 

optd
186,286

11 220 kV Hata -II 19.11 hrs 96 optd, VT fail VT fail

315 MVA ICT-II

Sl.No. Name of Feeder
Tripping Date 

& Time

Restoration 

date & Time

Details of Flag
Analysis Remark

1 500 MVA ICT-I

2

17.09.18 at 

16.57 hrs

At 400KV S/S UPPTCL 

Gorakhpur -                                         

During charging of 400KV 

UPPTCL -PGCIL Gorakhpur ckt-II 

through 400KV transfer bay , R-

ph parallel disc insulator of 

400KV Transfer bus  got 

damaged causing tripping of  all 

400KV feeders, 315MVA ICT-II, 

500MVA ICT-I and 220KV 

feeders  on bus bar protection. 

After isolation of faulty bus 

section 400KV feeders , ICTs, 

220KV feeders charged. Then 

after replacement of damaged 

disc insulators  both 400KV 

PGCIL ckts charged at 22:25 & 

22:26 hrs. respectively.

8 220 kV Gorakhpur -I

9
220 kV Gorakhpur -

II

19.08 hrs

 
 



 

 



f. PMU data of frequency and phase voltages: 

 
 

 



g. SCADA SoE and Analog data:  

 
 

 



h. As per PMU data: 

• As per PMU, maximum dip in R-phase. Two voltage dip 

captured 

• Fault Clearance time: 440ms & 440ms 

• SoE captured, it seems all the 400kV elements tripped within 

100ms of fault occurrence except 400 kV Azamgarh-Gorakhpur 

ckt 

 

i. As per DR and flag details: 

• 400 kV Gorakhpur PG (end)-Gorakhpur UP ckt-1 tripped in Z-2. 

• 400 kV Gorakhpur PG (end)-Gorakhpur UP ckt-2 tripped in Z-2 

however Gorakhpur(UP) end tripped after 800ms of tripping 

from Gorakhpur PG end. 

• 500 MVA ICT at Gorakhpur (UP) tripped on back up protection 

within 100ms 

j. Remedial Measures taken: Bus bar protection CT core cable for 

220 kV Gorakhpur (UP)-Gorakhpur2 (UP) ckt-1 between CT JB 

(junction box) to bus bar protection panel replaced on dated 

22.10.2018 and observed balance current for all three phases. 

k. Preliminary report and Flag details has been received but DR/EL 

and detailed investigation report along with remedial measures 

report is still awaited from UP. 

 

4. Event Description for 22nd Oct 2018 event: 

a. 400 kV Gorakhpur (UP) is connected with Gorakhpur (PG) D/C, 

Azamgarh (UP) S/C. It also has 315MVA & 500MVA 400/220 kV 

ICT. It has DMT (double main transfer breaker) scheme. 220kV 

Gorakhpur 2 (UP) further connected with 220 kV Tanda (UP) S/C, 

Gorakhpur (PG) S/C and 400/220 kV Gorakhpur (UP) D/C.  

b. 220 kV Gorakhpur 2 (UP)-Tanda line tripped at 10:05hrs on 220 kV 

Gorakhpur 2 (UP) & at the same time 220 kV side bus bar 

protection operated at 400/220 kV Gorakhpur (UP) causing tripping 

of all connected 220 kV feeders,315MVA ICT-II and 500MVA ICT-I. 

c. During checking it was found that during normal condition bus bar 

protection CT core B-phase current is higher than twice times with 

respect to R&Y-phases current on 220 kV Gorakhpur-Gorakhpur 

ckt-I. Hence bus bar protection CT core cable for above feeder 

between CT JB (junction box) to bus bar protection panel replaced 

on dated 22.10.2018 and observed balance current for all three 

phases. 



d. Following element connected to 220kV bus of 400/220 kV 

Gorakhpur (UP) tripped: 

• 315 MVA ICT 2 at 400kV Gorakhpur(UP) 

• 500 MVA ICT 1 at 400kV Gorakhpur(UP) 

• 220 kV Gorakhpur 2 (UP)-Tanda (UP) 

• 220 kV Gorakhpur 2 (UP)-Gorakhpur (PG) ckt 

• 220 kV Gorakhpur (UP)-Gorakhpur 2 (UP) ckt-1 & 2 

• 220 kV Gorakhpur-Deoria ckt 

• 220 kV Gorakhpur-Hata ckt 

 

e. PMU plots of frequency and phase voltage: 

 
 



 
 

f. SCADA SoE data:  

 



 
 

g. AS per UPPTCL details: 

 



 



 



 
 

 
 



 
 

h. As per PMU data: 

• As per PMU, maximum dip in R-phase.  

• Fault Clearance time: 440ms  



• SoE captured, it seems time synch error. (Tripping time 

captured in SCADA SoE is 800ms before the actual fault time 

(PMU reference time) 

 

i. All 220kV elements connected to 400/220 kV Gorakhpur (UP) 

tripped. 

j. Remedial Measures taken: Bus bar protection CT core cable for 

220 kV Gorakhpur (UP)-Gorakhpur2 (UP) ckt-1 between CT JB 

(junction box) to bus bar protection panel replaced on dated 

22.10.2018 and observed balance current for all three phases. 

k. Preliminary report and flag details has been submitted however 

DR/EL and detailed report is still awaited from UPPTCL. 

 

 

Points for Discussion: 

 

1. Event on 17th Sep 2018: 

a. Exact location of fault and nature of fault. 

b. Sequence of tripping needs to be reported and explained. 

c. Reason of delayed clearance of fault. 

d. Operation of bus bar protection for both 400 kV buses at Gorakhpur 

(UP) needs to be relooked. 

e. Delayed clearance of fault more than 400ms in case of operation of 

instantaneous bus bar protection operation also to be checked. 

f. Healthiness of bus bar protection of 400/220 kV Gorakhpur (UP) 

needs to be ensured. 

g. Back up over current earth fault protection of 500MVA ICTs needs 

to be looked into. 

h. Reason of tripping of 400 kV Gorakhpur (UP)-Gorakhpur (PG) ckts 

needs to be explained. (From PG end these ckts tripped in Z-2) 

i. SCADA SoE (not received) of tripping of 400 kV Gorakhpur (UP) 

end-Azamgarh ckt. 

j. Status of availability of DR/EL and extracting software needs to be 

shared. 

k. Detailed report, remedial measures report and supporting DR/EL 

needs to be submitted by UPPTCL 

 

2. Event on 22nd Oct 2018: 

a. Exact location of fault and nature of fault. 

b. Sequence of tripping needs to be reported and explained. 

c. Reason of delayed clearance of fault. 



d. Operation of 220 kV bus bar protection during fault in outgoing line 

(220kV Gorakhpur-Tanda ckt) from adjacent 220 kV Gorakhpur 2 

(UP) needs to be looked into. 

e. Operation of bus bar protection for both 220 kV buses at 400/220 

kV Gorakhpur (UP) needs to be relooked. 

f. Delayed clearance of fault more than 400ms in case of operation of 

instantaneous bus bar protection operation also to be checked. 

g. Healthiness of 220 kV bus bar protection of 400/220 kV Gorakhpur 

(UP) needs to be ensured. 

h. Time synchronization of SCADA SoE to be checked and corrected. 

i. Status of availability of DR/EL and extracting software needs to be 

shared. 

j. Detailed report, remedial measures report and supporting DR/EL 

needs to be submitted by UPPTCL. 

 

3. Bus Bar Protection of both side of 400/220 kV Gorakhpur (UP) needs to 

be thoroughly checked. 

 

UPPTCL may elaborate the incident, submit the detailed report and may also 

apprise the members about corrective actions already taken/being taken (with 

time line) to avoid such events. 

 

 

C. Multiple Element tripping at 400/220 kV Patran substation at 11:11 hrs of 

18th Sep 2018. 

 

Event category: GI-2 

Generation loss: Nil  

Loss of load: Nil (Punjab may confirm) 

Energy Loss: Nil (Punjab may confirm)  

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance Time As per PMU data No fault No fault in the system 

Phase  of the fault As per PMU data NA   

    

Description Utilities 
Present 
Status 

Remarks 

Availability of Digital 
Data (SCADA Data) 

NR Available   

DR/ EL  PTCL Received   



Punjab NA   

POWERGRID Received   

Preliminary Report  

PTCL Received   

Punjab 
Not 

Received 
  

POWERGRID Received   

Detailed Report 

PTCL 
Not 

Received 
  

Punjab 
Not 

Received 
  

    

Description Clauses Utility Remarks 

Violation of Clauses 

1. CEA (Technical standards for 
connectivity to the Grid) Regulation, 

2007: Schedule Part 1. ( 6.1, 6.2) 
2. 43.4.A & 43.4.D of CEA Technical 

Standard for Construction of 
Electrical Plants and Electric Lines; 

CEA (Technical standards for 
connectivity to the Grid) Regulation, 

2007: Schedule Part 1. ( 6.1, 6.2, 
6.3, 6.4) 

3. CEA Grid Standard 3.1.e 
4. CEA Transmission Planning 

Criteria 

PTCL 

1. Detailed Report didn’t 
provide 
2. Adequately 
Sectionalized and graded 
protective relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 

Punjab 

1. DR/EL, Preliminary 
report within 24hrs  
2. Detailed Report not 
received 

 

Based on above information description of the events is: 

 

1. Connectivity Diagram of 400/220 KV Patran substation: 

 



 
 

 



 

2. 400 kV Patran s/s is connected with 400 KV Patiala D/C, 400 KV Kaithal 

D/C and has two 500MVA 400/220 kV ICT’s. It has one and half breaker 

scheme at 400 kV level and DM (double main) scheme at 220 kV level. 

3. At 11:11:57 all 400 lines and both 500 MVA ICTs at 400/220 kV Patran 

station tripped. 

4. The DR and event loggers are showing DC supply fail signal only with no 

tripping signal issued. 

 

5. Antecedent Condition: 

• 400 kV Patran-Kaithal ckts were carrying 139 MW each. 

• 400 kV Patran-Patiala ckts were carrying 68 MW each. 

 

6. Name of the tripped elements are as below: 

• 400 kV Patran - Kaithal ckt-1 & 2 

• 400 kV Patran - Patiala ckt-1 & 2 

• 500 MVA 400/220 kV ICT – 1 & 2 

 

7. PMU plot of frequency and phase voltages: 

  

 



 
 

8. As per SCADA SoE: 

 



9. As per PMU data: 

• No fault in the system 

 

10. Patran SoE data: 

 
11. As per POWERGRID details: 

 



12. As per POWERGRID report, 400 kV Kaithal Patran I & II and Patiala 

Patran I & II tripped due to DT received at Patiala and Kaithal End. DT 

received due to blackout of Patran substations.  

13. POWERGRID & PTCL details received within 24hrs 

 

Points for Discussion: 

 

1. Exact reason of tripping of elements. 

2. Failure of both DC sources simultaneously. 

3. Whether DC supply failed or it was a case of DC source mixing and earth 

fault. 

4. Whether 220 kV Lines tripped or not. 

5. DRs needs to be sent in CFG format. 

6. Detailed report, remedial measures report needs to be submitted by 

PTCL. 

7. Punjab may confirm about load loss during the incident. 

 

PTCL may elaborate the incident, submit the detailed report and may also 

apprise the members about corrective actions already taken/being taken (with 

time line) to avoid such events 

 

 

D. Multiple element tripping at 400/220 kV Fatehpur (PG) at 12:17hrs of 29th 

Sep 2018 

Event category: GD-1 

Generation loss: Nil (UP may confirm)  

Loss of load: 220 MW (UP may confirm)  

Energy Loss: 0.077MU (UP may confirm)  

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 560ms   

Phase  of the fault PMU data Y-N fault   
    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

POWERGRID Available   

DR/EL POWERGRID 
Not 
Received 

  



Preliminary 
Report 

POWERGRID 
Not 
Received 

  

Detailed Report POWERGRID 
Not 
Received 

  

    

Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 6.3, 
6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), part-
II, B2 

POWERGRID 

1. Preliminary Report, 
DR/EL and detailed Report 
yet to be received 
2. Adequately Sectionalized 
and graded protective 
relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

1. Single Line Diagram of 400/220 kV Fatehpur (PG): 

 
 



2. 400 kV Fatehpur (PG) is connected with Allahabad (PG) triple ckt, Kanpur 

D/C, Unchahar D/C, Mainpuri PG D/C and Singrauli S/C. It also has two 

315MVA 400/220 kV & two 1500MVA 765/400 kV ICT. It has one and half 

breaker scheme at 400 kV & 765 kV voltage level. 

3. It seems there was fault in 220 kV downward network at 400/220 kV 

Fatehpur (PG) 

4. 315 MVA ICT 1 & ICT 2 at 765kV/400/220kV Fatehpur(PG) tripped due to 

operation of directional earth fault.  

5. At the same time other 400kV lines and 1500 MVA ICT 3 & ICT 4 also 

tripped.  

6. In antecedent conditions, 1500 MVA ICT 3 & ICT 4 carrying 141 MW & 

139 MW respectively. 

7. Name of the tripped elements are as below: 

• 400 kV Allahabad(PG)-Fatehpur(PG) ckt-1 

• 400 kV Allahabad(PG)-Fatehpur(PG) ckt-2 

• 400 kV Allahabad(PG)-Fatehpur(PG) ckt-3 

• 400 kV Allahabad(PG)-Mainpuri(PG) ckt-1 

• 400 kV Allahabad(PG)-Singrauli(PG)  

• 315 MVA ICT 1 & ICT 2 at 765kV/400kV Fatehpur(PG) 

• 1500 MVA ICT 3 & ICT 4 at 765kV/400kV Fatehpur(PG) 

• 220 kV Fatehpur(PG)-Fatehpur(UP) ckt-1 

 

8. PMU plots: 

 
 



 
 

9. As per SCADA data:  

 
 



 
 

 
 



10. As per PMU & SCADA data: 

• As per PMU, maximum dip in Y-phase.  

• Fault Clearance time: 520ms 

• SoE captured, it seems all the 400kV elements tripped with some time 

interval. 

• 765/400 kV ICT tripped after fault clearance 

 

11. Preliminary Report, DR/EL and detailed report is still awaited from 

POWERGRID. 

 

Discussion Points: 

1. Exact location of fault and nature of fault. 

2. Sequence of tripping needs to be reported and explained. 

3. Reason of delayed clearance of fault. 

4. Reason of multiple element tripping at Fatehpur (PG). 

5. Reason of tripping of 765/400 kV ICTs at Fatehpur (PG). ICTs tripped 

after fault clearance. 

6. Protection co-ordination for 400/220 kV ICTs and 400 kV transmission 

elements. 

7. Protection co-ordination of 765/400 kV ICTs at Fatehpur (PG). 

8. Detailed report, remedial measures report and supporting DR/EL needs to 

be submitted by POWERGRID 

 

POWERGRID may elaborate the incident, submit the required details and may 

also apprise the members about corrective actions already taken/being taken 

(with time line) to avoid such events. 

 

 

E. Multiple Element tripping at 400/220k V Obra-B TPS at 04:37hrs of 14th Oct 

2018 

 

Event category: GD-1 

Generation loss: 400MW (As per UP report)  

Loss of load: 160MW (As per UP report)  

Energy Loss: 0.22 MU (UP may confirm) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data No fault   

Phase  of the fault PMU data NA   



    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Uttar Pradesh Available   

DR/EL Uttar Pradesh 
Not 
Received 

  

Preliminary Report Uttar Pradesh Received Within 24hrs 

Detailed Report Uttar Pradesh 
Not 
Received 

  

    

Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA Grid Standard 15.3 
3. CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2) 
4. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) Regulation, 
2007: Schedule Part 1. ( 6.1, 6.2, 6.3, 
6.4) 
5. CEA (Technical standard for 
connectivity to the Grid, Amendment 
Regulation 2013), part-II, B2 

Uttar 
Pradesh 

1. Detailed Report yet to be 
received 
2. DR/EL yet to be received 
3. Adequately Sectionalized 
and graded protective 
relaying system 
4. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

1. Single Line Diagram of Obra-B TPS: 

 



 
 

 
 

2. 400 kV Obra-B TPS is connected with Anpara TPS S/C, Rewa Road S/C 

and Sultanpur S/C. It also has five units of 200MW and two 400/220kV 

240MVA ICTs. It has DMT (double main transfer breaker) bus bar 

scheme. 



3. At 04:37hrs of 14th Oct 2018, 220/6.6 kV 30MV) station Transformer-I&II 

tripped on fault due to fire in cable gallery. It further resulted into running 

unit number 9,10,11 & 12 each of 200MW. 

4. Fault was not captured in PMU at the time of multiple element tripping. 

5. 400/220 kV 315MVA ICT-I&II, 400 kV Obra-Sultanpur & 400 kV Obra-

Rewa Road ckt also tripped at the same time. 

6. 400 kV Obra-Anpara ckt also manually opened at 04:43hrs. 

7. Name of the tripped elements are as below: 

• 400 kV Obra-B(UP)-Rewa road(UP) 

• 400 kV Obra-B(UP)-Sultanpur(UP) 

• 315 MVA ICT-1 at 400/220kV Obra-B(UP) 

• 315 MVA ICT-2 at 400/220kV Obra-B(UP) 

• Unit -9 (200 MW) at 400/220kV Obra-B(UP) 

• Unit -10 (200 MW) at 400/220kV Obra-B(UP) 

• Unit -11 (200 MW) at 400/220kV Obra-B(UP) 

• 220 kV/ 6.6 kV, 30 MVA Station transformer at 400/220kV Obra-

B(UP) 

 

8. In antecedent condition: 

• 400/220 kV 240MVA ICT-2 of Obra-B TPS was already under 

outage 

• 220/132 kV 100MVA ICT-3 at Obra A TPS was already under 

outage 

 

9. PMU plots: 

 
 



 
 

 
 



 
10. As per SCADA data: 

 
 



 
 

11. As per PMU and SCADA data: 

• As per PMU, no fault in the system.  

• Fault Clearance time: Not Applicable 

• No SoE captured 

 

12. As per UP Report: 

 



13. Multiple element tripping without any fault in the system is serious cause 

of concern and it shall be prevented for reliable and secure grid operation. 

14. Preliminary Report has been received but DR/EL, detailed report and 

remedial measures report is still awaited from UPPTCL. 

 

Points for Discussion: 

1. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared. 

2. Exact location of fault and nature of fault. 

3. Sequence of tripping needs to be reported and explained. 

4. Reason of multiple element tripping without any fault in the system. 

5. Arrangement of station auxiliary supply and its back up at 400/220 kV 

Obra-B TPS to be shared. Also reason of tripping of all running units 

needs to be explained. 

6. Reason of tripping of 400 kV transmission line (400 kV Obra-Rewa Road 

and 400 kV Obra-Sultanpur ckt) needs to be reviewed. 

7. Availability of time synchronized SCADA SoE to be checked and 

corrected. 

8. Detailed report, remedial measures report and supporting DR/EL needs to 

be submitted by UPPTCL. 

 

UPPTCL may elaborate the incident, submit the detailed report and may also 

apprise the members about corrective actions already taken/being taken (with 

time line) to avoid such events. 

 

 

F. Complete outage of 220 kV Kota TPS and Sakatpura (Raj) at 21:00hrs of 20th 

Oct and 14:26hrs of 13th Nov 2018. 

 

Event category: GD-1 

 

Generation loss:   

850 MW (20.10.18) 

700 MW (13.11.18) 

Loss of load:    

150 MW (20.10.18) 

250 MW (13.11.18) 

 

Energy Loss:  Rajasthan may confirm about energy loss 

Nil MU (20.10.18) 



Nil MU (13.11.18) 

   

Data Summary received/available at NRLDC: 

 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 
840ms 20.10.2018 

1160ms 13.11.2018 

Phase  of the fault PMU data 

R&B-phase 
to earth fault 

20.10.2018 

Three phase 
fault 

13.11.2018 

    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Rajasthan 
Available 
(Partial) 

20.10.2018 

13.11.2018 

DR/ EL  Rajasthan 
Received 
(Partial) 

20.10.2018 

13.11.2018 

Preliminary 
Report 

Rajasthan Received 
20.10.2018 

13.11.2018 

Detailed Report Rajasthan Not Received 
20.10.2018 

13.11.2018 

    

Description Clauses Utility Remarks 



Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2) 
3. 43.4.A, 43.4.C.4 & 43.4.D of CEA 
Technical Standard for 
Construction of Electrical Plants 
and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. 
( 6.1, 6.2, 6.3, 6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 
4. CEA Grid Standard 3.1.e 
5. CEA Transmission Planning 
Criteria 

Rajasthan 

1. DR/EL, Preliminary report 
within 24hrs  
2. Detailed Report yet to be 
received 
3. Non-Availability of 
Numerical Bus Bar/LBB 
Protection at 220 kV and 
above S/s 
4. Correct operation of 
Protection System 
5. Delayed Clearance of fault 
6. Adequately Sectionalized 
and graded protective 
relaying system 

 

Based on above information description of the events is: 

1. 220 kV Kota TPS is connected with Sakatpura four ckt, Kota (PG) D/C, 

Heerapura S/C, Vatika S/C, Bundi S/C, Beawar S/C, and Morak S/C. Kota 

TPS has total seven units (capacity of 2x110+3x210+2x195 MW). It has 

DM (double main single breaker) bus bar scheme. 220 kV buses are 

sectionalised in total five parts. 

2. Connectivity and SLD of 220 kV Kota TPS and 220 kV Sakatpura (Raj): 



 
 

 
 



 
 

3. Event Description for 20th Oct 2018 event: 

a. In antecedent condition unit-1 of 110MW was under planned 

outage. 220 kV KTPS-Kota (PG) ckt-1 & 2 was also under 

shutdown along with 220 kV bus section-3 & 5.  

b. At 220kV KTPS (Raj) switchyard heavy arcing occurred at 220kV 

Kota Th(Raj)-Morak(Raj) feeder during restoration activity of 220kV 

Bus 3 & 5, due to this Bus coupler 1 tripped on earth fault and 

various emanating feeders tripped resulting in tripping of all the 

running units. As per PMU, Voltage dip in all the three phases is 

observed and dip in frequency of around 0.052Hz is observed.  

c. Name of the tripped element: 

• 220kV Kota Th(Raj) –Sakatpura(Raj) ckt 1,2,3,4 

• 220kV Kota Th(Raj)- Morak(Raj) 

• 220kV Kota Th(Raj)-Kota(PG) D/c 

• 220kV Kota Th(Raj)-Vatika(Raj) 

• 220kV Kota Th(Raj)-Beawar(Raj) 

• 220kV Kota Th(Raj)-Heerapura(Raj) 

• 220kV Kota Th(Raj)-Silor(Raj) 

• 220kV Kota Th(Raj) Unit#2,3 4, 5, 6,7 

• 220kV Sakatpura(Raj)- RAPP A ckt 1,3 



• 220kV Sakatpura(Raj)- RAPP B ckt 2 

• 100MVA ICT 2 & 3, 160MVA ICT 1 & 4 at 220kV 

Sakatpura(Raj) 

 

d. As per RRVUNL report:  

 

 



 



 
 

 



 
 

 
 



 
 

 
 



 

 
 



 

 
 



 
 

e. As per RRVUNL report:  

 



 
 

 

 



 
 



 
 

 



On dated 20.10.2018 at 21:05 Hrs, a Blast has been observed with highly 

flash over in the 220 kV Yard of KTPS simultaneously All 220 kV feeders 

emanating from 220 kV KTPS yard tripped in Z2 or E/F from local/remote 

end. Supply of Sakatpura sub-station fail in the same time due to 

following feeders tripped from local/remote end :- 

1. 220kV Sakatpura-KTPS-3                     tripped on E/F  from local end 

2. 220kV Sakatpura-KTPS-4                     tripped on E/F  from local end 

3. 220kV Sakatpura-RAPP-2                    tripped in Z-2 from remote end 

4. 220kV Sakatpura-Bhanpura(M.P)        tripped in Z-2 from remote end 

Above 220kV feeders are running on Bus-A and distance protection 

scheme not commissioned on KTPS-3&4 due to short line length 900 

meter only. 

5. 220kV Sakatpura-RAPP-3                    tripped on Z-1 from remote end 

6. 220kV Sakatpura-Dahra                       tripped on Z-2 from remote end 

7. 220kV Bus Coupler (B-C)                    tripped on E/F from local end 

Above 220kV feeders are running on Bus-B  

8. 220kV Sakatpura-KTPS-1                     Not tripped  

9. 220kV Sakatpura-KTPS-2                     tripped on E/F from local end 

10. 220kV Sakatpura-Mandalgarh               Not tripped(radial feeder)  

Above 220kV feeders are running on Bus-C and distance protection 

scheme not commissioned on KTPS-1&2 due to short line length 900 

meter only. 

11. 220kV Sakatpura-RAPP-1                    tripped on Z-1 from remote end 

12. 220kV Sakatpura-Anta(GTPS)        Not tripped(already open at Anta)  

Above 220kV feeders are running on Bus-D.  

 

Complete supply of 220kV Sakatpura isolated from all 220 kV feeding 

sources. 

 
 

• On 20.10.2018 at 21:05 Hrs, a Blast has been observed with highly flash over in 

the 220 kV Yard of KTPS simultaneously All 220 kV Ckt from 220 kV KTPS 

Supply to Sakatpura fail in the same time other source of 220 kV i.e. 220 kV 

RAPP No. 1, 2, 3 and Bhanpura (M.P.) tripped from other end and it has been 

observed that supply of 220 kV Sakatpura isolated from all 220 kV feeding 

sources 

 



f. PMU data of frequency and phase voltages: 

 

 



g. SCADA SoE and Analog data:  

 

 
h. As per PMU data: 

• As per PMU, Maximum dip in R&B-phase.  

• Fault Clearance time: 840ms 



• SoE captured, Unit-2 tripped before tripping of all the lines, 

reason of the same needs to be ascertained 

i. As per DR and flag details: 

• As per KTPS DR, Z-4 (reverse zone) started in all the 220 kV 

feeders but line didn’t trip in 500ms. 

 

j. Preliminary Report received within 24hrs. DR/EL received for some 

of the tripped elements. Detailed report is still awaited from 

RRVPNL.  

 

4. Event Description for 13th Nov 2018 event: 

 

 

 



a. In antecedent condition: 

• 110 MW unit-1 of KTPS was under shutdown. 

• 220 kV Kota TPS-Sakatpura ckt-2 was under shutdown 

• 220 kV Kota TPS-Kota (PG) ckt-1 was under shutdown 

 

b. Following element connected to 220kV bus of 400/220 kV 

Gorakhpur (UP) tripped: 

• 220kV Sakatpura(RVPNL)-Dyra(RVPNL) 

• 220kV Sakatpura(RVPNL)-Anta(NTPC) 

• 220kV Sakatpura(RVPNL)-RAPS-1 

• 220kV Sakatpura(RVPNL)-RAPS-2 

• 220kV Sakatpura(RVPNL)-RAPS-3 

• 220kV Sakatpura(RVPNL)-Bhanpura(MPPTCL) 

• 220kV Sakatpura(RVPNL)-KTPS(RRVUNL)-1 

• 220kV Sakatpura(RVPNL)-KTPS(RRVUNL)-3 

• 220kV Sakatpura(RVPNL)-KTPS(RRVUNL)-4 

• 220kV KTPS(RRVUNL)-KOTA(PG)-1 

• 220kV KTPS(RRVUNL)-Morak 

• 220kV KTPS(RRVUNL)-Heerapura(RVPNL) 

• 220kV KTPS(RRVUNL)-Bundi(RVPNL) 

• 220kV Sakatpura(RRVPNL)-Mandalgarh(RRVPNL) 

• 220 kV Unit #2,3,4,5 &7 at KTPS 

 

c. Due to bus fault at 220kV Sakatpura and delayed clearance of fault, 

multiple element tripping occurred at 220kV KTPS and further 

cascade tripping occurred at 220kV Dyra and Rana Pratap Sagar.  

d. All running units viz. Unit #2, #3, #4, #5 & #7 also tripped at KTPS 

except unit-6 which was on separate bus with one ckt og Kota 

(PG). RPS (Rana Pratap Sagar) units also tripped at the same 

time. 

e. Rate of change of frequency protection also operated at 220 kV 

Bhilwara (Raj) 

 

f. PMU plots of frequency and phase voltage: 

 



 
 

 
 



g. SCADA SoE data:  

 

 
 



h. AS per RRVUNL details: 

 

 
 

 



 

 

 
 



 
 

 



 
 

 



 

 



i. AS per RRVPNL details: 

 

 



 
 

 
Rate of Change of Frequency (RoCoF) operation at 220 kV Bhilwara station 

 

 

j. As per PMU & DR data: 

• As per PMU, maximum dip in all three phase.  

• Fault Clearance time: 1160ms  



• 220 kV Morak-KTPS ckt tripped in Z-1 from Morak end. 

• 220 kV Heerapura-KTPS, Vatika-KTPS and Bundi-KTPS ckt 

tripped in Z-2 from remote end of KTPS. 

• As per KTPS DR, Z-4 (reverse zone) started in all the 220 kV 

feeders but line didn’t trip in 500ms 

 

k. Preliminary Report received within 24hrs. DR/EL received for some 

of the tripped elements. Detailed report is still awaited from 

RRVPNL. 

 

 

Points for Discussion: 

 

1. Event on 20th Ot 2018: 

a. Exact location of fault and nature of fault. 

b. Reason of delayed clearance of fault. 

c. Failure of which primary and back up protection led to delayed 

clearance of fault. 

d. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; 

relevant alarms and any other relevant detail to be shared. 

e. Back up earth fault setting of 220 kV Bus Coupler-1 needs to be 

reviewed. 

f. Sequence of tripping needs to be reported and explained. (Time 

stamped data for the tripping didn’t receive) 

g. Tripping of all station transformer on back earth fault protection 

needs to be reviewed in accordance with current & time delay 

setting.  

h. Reason of tripping of unit-2 within 200ms of fault occurrence before 

tripping of all the lines from Kota TPS.  

i. Reverse zone (Z-4 setting) to be co-ordinated with Z-2 timing as 

per Rama Krishna committee report, same needs to be modified at 

Kota TPS. 

j. Arrangement of station auxiliary supply and its back up at 220 kV 

Kota TPS to be shared. Also reason of tripping of all running units 

needs to be explained. 

k. Availability of time synchronized SCADA SoE to be checked and 

corrected. 

i. Tripping of units other than 2, 3 & 5 

ii. Tripping of 220 kV feeders from remote end of KTPS 



l. Detailed report, remedial measures report and complete DR/EL 

(cfg, dat file) needs to be submitted by RRVPNL. 

 

2. Event on 13th Nov 2018: 

a. Exact location of fault and nature of fault. 

b. Reason of delayed clearance of fault. 

c. Failure of which primary and back up protection led to delayed 

clearance of fault. 

d. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; 

relevant alarms and any other relevant detail to be shared. 

e. Status of availability of bus bar protection at 220kV Kota 

(Sakatpura) having four number of bus bars to be shared. 

f. As approved in 25th PSC meeting, temporary arrangement for bus 

bar protection, could be put in place till actual bus bar protection is 

available. Status of the same to be apprised. Reason of delayed 

clearance of fault if arrangement was there? 

g. Sensitive distance protection setting of 220 kV Morak (end)-KTPS 

ckt to be reviewed. 

h. Reverse zone (Z-4 setting) to be co-ordinated with Z-2 timing as 

per Rama Krishna committee report, same needs to be modified at 

Kota TPS. 

i. Rate of change of frequency protection at 220 kV Bhilwara (Raj) 

needs to be looked into. 

j. Availability of time synchronized SCADA SoE to be checked and 

corrected. 

i. Tripping of units other than 2, 3 & 5 

ii. Tripping of 220 kV feeders from remote end of KTPS 

k. Detailed report, remedial measures report and complete DR/EL 

(cfg, dat file) needs to be submitted by RRVPNL. 

 

Rajasthan may elaborate the incident, submit the detailed report and may also 

apprise the members about corrective actions already taken/being taken (with 

time line) to avoid such events. 

 

 

G. Multiple element tripping at 400/220 kV Kashipur at 13:28hrs of 25th Oct 

2018 

 

Event category: GD-1 

Generation loss: 180 MW (As per PTCUL report)  



Loss of load: 225 MW (As per PTCUL report) 

Energy Unserved: 0.22 MU (PTCUL may confirm) 

 

Data Summary received/available at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 1640ms   

Phase  of the fault PMU data Y B-N fault   
    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Uttarakhand Not Available   

Uttar Pradesh 
Available 
(Partial) 

  

DR/EL 
Uttarakhand Received After 24hrs 

Uttar Pradesh Not Received   

Preliminary 
Report 

Uttarakhand Received Within 24hrs 

Uttar Pradesh Not Received   

Detailed Report Uttarakhand Not Received   
    

Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. ( 
6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. ( 
6.1, 6.2, 6.3, 6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 
4. CEA GRid Standard 2010-3.e & 
CEA Transmission Planning Criteria 

Uttarakhand 

1. Detailed Report yet to 
be received 
2.DR/EL received after 
24hrs 
3. Adequately 
Sectionalized and graded 
protective relaying system 
4. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 
5. Delayed Clearance of 
Fault 



Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. ( 
6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. ( 
6.1, 6.2, 6.3, 6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 

Uttar 
Pradesh 

1. Preliminary Report, 
DR/EL and detailed Report 
yet to be received 
2. Adequately 
Sectionalized and graded 
protective relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

 

1. Connectivity Diagram and SLD of 400 kV Kashipur: 

 
 



 
 

2. 400 kV Kashipur (PTCUL) is connected with Roorkee (PG) D/C, Bareilly 

(PG) D/C, Moradabad S/C and Nehtaur S/C. It also has two 315MVA 

400/220 kV ICT. It has one and half breaker scheme at 400 kV level and 

DMT (double main transfer breaker) scheme at 220kV level.  

3. 220 kV Main Bus-1 and 160MVA transformer-1 was in shut down for 

maintenance.  

4. At 14:28hrs isolator 201-89B (160MVA T/F-1 Main Bus-2 isolator) try to 

close for returning the shutdown of 160MVA T/F-1 but Y&B phases 

isolators got stuck mechanically and created a spark on the jaw blades of 

Y&B phase which results in completely burn of mentioned isolator phases 

and earthed 220kV Main Bus-2 through insulators which creates a Bus 

fault at 220 kV side. This resulted into tripping of both 315MVA T/F-1&2, 

160MVA T/F-2, All 220 kV feeders and also 400 kV Nehtaur and 

Moradabad lines. 

5. This resulted into total blackout at 132 kV S/S Kashipur, Bazpur, Jaspur, 

Ramgnagar and 220 kV Mahuakheraganj station.  

6. Name of the tripped elements are as below: 

• 400kV Kashipur (UTT)-Nehtaur 400 (UP)  

• 400kV Kashipur(UTT)-Moradabad(UP) 

• 315 MVA ICT 1 at 400/220kV Kashipur(UTT) 



• 315 MVA ICT 2 at 400/220kV Kashipur(UTT) 

• 160 MVA ICT 2 at 220/132kV Kashipur(UTT) 

• 400kV Kashipur (UTT)-Pantnagar(UTT) ckt-1 

• 400kV Kashipur (UTT)-Pantnagar(UTT) ckt-2 

 

7. As per PTCUL Report: 

 



 
• W. 

 

8. As per DR details: 

 
 



 

 
 

 

 



9. PMU plots: 

 

 
 

 

 



10. As per SCADA SLD: 

 
 

 



11. As per SCADA data plot: 

 
 

12.  As per SCADA SoE: 

 

 
 

13. As per PMU, SCADA & DR data: 

• As per PMU, maximum dip in Y&B-phase.  

• Fault Clearance time: 1640ms  

• SoE captured, it seems time synch error. (Tripping time captured in 

SCADA SoE is 800ms before the actual fault time (PMU reference 

time) 

• It seems 400/220 kV ICTs (ICT-1 & 2) of Kashipur tripped on back up 

protection 



 

14. Preliminary Report, DR/EL has been received from Uttarakhand but 

detailed report is still awaited. 

15. Preliminary Report, DR/EL is still awaited from UPPTCL. 

 

Points for Discussion: 

1. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared 

2. Exact location of fault and nature of fault. 

3. Sequence of tripping needs to be reported and explained. 

4. Reason of delayed clearance of fault. 

5. Delayed clearance of fault in case of operation of bus bar protection for 

both 220 kV bus at 400/220 kV Kashipur (PTCUL) needs to be relooked. 

6. Delayed clearance of fault more than 1640ms in case of operation of 

instantaneous bus bar protection operation also to be checked. 

7. Healthiness of 220 kV bus bar protection of 400/220 kV Kashipur (PTCUL) 

needs to be ensured. 

8. Availability of time synchronized SCADA SoE to be checked and 

corrected. 

9. Reason of tripping of 400 kV Moradabad-Kashipur and Nehtaur-Kashipur 

ckts and its protection co-ordination with back up protection setting of 

400/220 kV ICTs at Kashipur (PTCUL). 

10. Detailed report, remedial measures report and supporting DR/EL needs to 

be submitted by UPPTCL. 

 

PTCUL/ UPPTCL may elaborate the incident, submit the detailed report and may 

also apprise the members about corrective actions already taken/being taken 

(with time line) to avoid such events. 

 

 

H. Multiple Element tripping at 400/220kV Bhiwadi Station at 08:14hrs of 24th 

Nov 2018 

 

Event category: GI-2 

Generation loss: Nil MW (Rajasthan may confirm) 

Loss of load: Nil MW (Rajasthan may confirm)  

Energy load: Nil MU (Rajasthan may confirm)  

 

 

Data Summary received/available at NRLDC: 



Description   Fault Info Remarks 

Fault Clearance Time   120ms As per PMU data 

Phase  of the fault   
Maximum dip 
in Blue-phase 

As per PMU data 

    

Description Utilities 
Present 
Status 

Remarks 

Availability of Digital Data 
(SCADA Data) 

  
Partially 
Received 

Time Synch error 

DR/ EL  
POWERGRID Received   

Rajasthan Not received   

Preliminary Report  
POWERGRID Received   

Rajasthan Not received   

Detailed Report POWERGRID Not received   

    

Description Clauses Utility Remarks 

Violation of Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 
3. CEA (Technical 
standards for connectivity   
to   the   Grid)   Regulation, 
2007-6. 4.d 
4. 43.4.A of CEA Technical 
Standard for Construction 
of Electrical Plants and 
Electric Lines; 
5. CEA (Technical 
standards for connectivity 
to the Grid) Regulation, 
2007: Schedule Part 1. ( 
6.1, 6.2, 6.3) 

POWERGRID 

1. Detailed rpeort yet to be 
received 
2. Adequately 
Sectionalized and graded 
protective relaying system 

Violation of Clauses 
1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA grid Standard 15.3 

 Rajasthan 
1. Preliminary Report, 
DR/EL yet to be received 

 

Based on above information description of the events is: 

1. Single Line Diagram and connectivity diagram of Bhiwadi (PG): 

 



220kV

400kV

 
 

 
 

2. 220kV Bhiwadi (PG) is connected with Rewari D/C, Bhiwadi (Raj) D/C, 

Mau S/C, Kushkhera S/C, Bawal S/C and Neemrana S/C. It also has three 

315MVA 400/220 kV ICTs. It has DMT (double main transfer) scheme at 

220kV and one and half breaker scheme at 400 kV level.  



3. B-N fault occurred in 220kV Bhiwadi(PG)-Kushkhera ckt. This ckt tripped 

without A/R at both end.  

4. At the same time 220 kV bus bar protection for 220 kV bus-2 of Bhiwadi 

(PG) operated. 

5. It resulted into multiple element tripping in the system and all the 220 kV 

feeders connected to 220 kV bus-2 of Bhiwadi (PG) tripped along with 

400/220 kV 315MVA ICT-1 & 3. 

6. DR details of different element tripping has been received but DR details 

of 220 kV bus bar protection is still awaited 

7. Name of the tripped element: 

• 220kV Bhiwadi(PG)-Kushkhera(RVPNL) ckt-2 

• 220kV Bhiwadi(PG)-Bhiwadi(RVPNL) ckt-2 

• 220kV Bhiwadi(PG)-Mau(HVPNL) 

• 315 MVA ICT 1 at 400/220kV Bhiwadi(PG) 

• 315 MVA ICT 3 at 400/220kV Bhiwadi(PG) 

• 220kV Bhiwadi(PG)-Rewari(HVPNL) ckt-1 

• 220kV Bhiwadi(PG)-Rewari(HVPNL) ckt-2 

• 220kV Bus 2 at 400/220kV Bhiwadi(PG) 

 

8. It seems, in antecedent condition 220 kV Bhiwadi-Mau ckt & Bhiwadi-

Rewari ckt-2 was under outage from remote end of Bhiwadi (PG). 

 

9. PMU plots: 

 



 
 

 

10. As per PMU data: 

• B-N fault occurred at 08:14:09.280hrs and cleared in 120ms.  

 

11. SCADA data and SoE: 

 

 



 

12. As per SCADA SoE: 

a. As per SCADA SoE, feeders at Bhiwadi tripped at different timings 

(SCADA SoE time needs to be checked). 

 

13. As per POWERGRID details: 

 
 



 

 



 
 

 



 
 

 
 



14. Preliminary Report, DR/EL has been received from POWERGRID but 

detailed report is still awaited. 

15. Details are still awaited from Rajasthan. 

 

Points for Discussion: 

1. A/R in 220 kV Bhiwadi (PG)-Kushkhera ckt (both end) needs to be 

checked and put in service. 

2. Reason of operation of bus bar protection at 220kV Bhiwadi (PG) during 

through fault needs to be relooked. 

3. Operation of bus bar protection during through fault also observed in past 

on 22nd Jan 2018 & 26th July 2018. Remedial measures taken by 

POWERGRID for earlier incident? 

4. Status of ABB make RADSS bus bar protection replacement with new 

numerical bus bar protection at 220 kV Bhiwadi (PG).  

5. Why 220 kV Mau & Rewari ckt-2 was already under tripped condition from 

remote end of Bhiwadi (PG). 

6. At Bhiwadi(PG), time of opening of CB as captured from SCADA SoE is 

not consistent with PMU based fault timings. Time synchronization in view 

of above needs to be checked at Bhiwadi(PG). 

7. Delayed tripping of bus coupler also to be checked. 

8. Detailed report and remedial measures report is still awaited from 

POWERGRID. 

9. Details to be submitted by Rajasthan. 

 

POWERGRID/Rajasthan may elaborate the incident, submit the detailed report 

and may also apprise the members about corrective actions already taken/being 

taken (with time line) to avoid such events. 

 

 

I. Multiple Element tripping at 400/220kV Kirori (Haryana) on 20th Dec 2018 at 

01:22hrs 

 

Event category: GI-2  

Generation loss: Nil (As per Haryana Report) 

Loss of load: Nil (As per Haryana Report) 

Energy Loss: Nil MU (As per Haryana Report) 

 

Data Summary received at NRLDC: 

Description Reference Fault Info Remarks 

Fault Clearance 
Time 

PMU data 1280ms   



Phase  of the fault PMU data 
R-N fault 
followed by Y-
N fault 

  

    

Description Utilities Status Remarks 

Availability of 
Digital Data 
(SCADA Data) 

Haryana Not Availble   

DR/EL Haryana Received 
DR/EL of Khedar end not 
received 

Preliminary 
Report 

Haryana Received   

Detailed Report Haryana Not Received   
    

Description Clauses Utility Remarks 

Violation of 
Clauses 

1. IEGC 5.2.r & 5.9.6.c (VI) 
2. CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. ( 
6.1, 6.2) 
3. 43.4.A & 43.4.D of CEA Technical 
Standard for Construction of 
Electrical Plants and Electric Lines; 
CEA (Technical standards for 
connectivity to the Grid) 
Regulation, 2007: Schedule Part 1. ( 
6.1, 6.2, 6.3, 6.4) 
CEA (Technical standard for 
connectivity to the Grid, 
Amendment Regulation 2013), 
part-II, B2 

Haryana 

1. Preliminary Report, 
DR/EL within 24hrs 
2. Detailed Report yet to 
be received 
2. Adequately 
Sectionalized and graded 
protective relaying system 
3. Incorrect/ mis-operation 
/ unwanted operation of 
Protection system 

 

Based on above information description of the events is: 

1. Connectivity Diagram & Single Line diagram of 400/220 kV Kirori 
(HVPNL): 



 

 



 
 

2. 400/220 kV Kirori (HVPNL) is connected with Khedar D/C, Jind D/C. It also 
has three 315MVA 400/220 kV ICTs. It has one and half breaker scheme 
at 400kV voltage level and DM (double main) bus scheme at 220 kV level. 
220kV Kirori (HVPNL) further connected with 220 kV Samain D/C, 
Masudpur D/C and 220 kV Bhuna S/C.  

3. As per the analysis of SoE, it is observed that fault may have occurred at 
220 kV Khedar-Samain ckt-2. 

4. As the fault was of temporary nature, the current may have been flown 
through the earth fault which was virtually created through the insulator 
disc of the line towers. The healthiness of insulator disc should be got 
checked from testing lab. The earth fault may have been created through 
the insulator disc. May be due to foggy weather. 

5. 400 kV Khedar-Kirori ckt-1 &2 tripped on back earth fault protection 
(Sensitive setting at 400 kV Khedar end). 
 

6. Name of the tripped elements: 

• 400kV Khedar(HVPNL)-Kirori(HVPNL) ckt-1 

• 400kV Khedar(HVPNL)-Kirori(HVPNL) ckt-2 

• 220 kV Kirori(HVPNL)-Smain ckt-1 

• 220 kV Kirori(HVPNL)-Smain ckt-2 

• 220 kV Kirori(HVPNL)-Masudpur ckt 
 



7. PMU plot of frequency and phase voltages: 

 

 
 

8. As per PMU and SCADA data: 

• As per PMU, maximum dip in R-phase followed by Y-phase.  

• Fault Clearance time: 1280ms 



9. SCADA MW flows: 

 
 

 



10. SCADA SoE: 

 
 

11. As per Haryana report: 
 

 
 



 

 
 



 
 

 
 



 

 
 



 
 

 
 



 

 
 



 

 



12. Consolidated SoE: 

 
 

13. As per DR details: 

• 400 kV Kirori-Khedar ckt-2 didn’t trip from Kirori end however as per 
SCADA SoE line tripped within 320ms from Kirori end. Line finally 
tripped at 01:22:18:320hrs from Kirori end on DT received from remote 
end. 

• 220 kV Kirori (end)-Bhuna ckt tripped on R-N fault, line tripped after 
1000ms probably on Z-3/reverse zone protection. (Why only single 
phase tripping occurred?) After 1200ms of opening of R-phase CB, 
Y&B-phase also tripped probably on PD (Pole discrepancy). 

• Blue phase of 220 kV Kirori (end)-Masudpur ckt-2 tripped during R-N 
fault. Why Blue phase of the line tripped. (R-phase continuously fed 
the fault) reason? After 900ms, on occurrence of Y-N fault, all three 
phase of the line tripped 

• R-phase of 220 kV Kirori (end)-Masudpur ckt-1 tripped and A/R after 
1000ms. Y-N fault also reflected in the line and fault current was 
higher than R-N fault but line didn’t trip. R-phase voltage measurement 
in DR is not ok. (low throughout DR time) 

 
14. Preliminary Report, DR/EL has been received from Haryana but detailed 

report is still awaited from Haryana. 
  



Points for Discussion: 

1. Exact location of fault and nature of fault. 

2. Sequence of tripping needs to be reported and explained. 

3. Reason of delayed clearance of fault. 

4. Exact sequence of events in view of cause of event; protection 

operation/non-operation; opening, closing of breaker, isolator; relevant 

alarms and any other relevant detail to be shared 

5. Sensitive back up earth fault protection setting of 400 kV Khedar (end)-

Kirori ckt-1 & 2 to be reviewed. 

6. 220 kV Kirori (end)-Bhuna ckt: Single phase (R-phase) tripping of line after 

1000ms needs  to be looked into? After 1200ms of opening of R-phase 

CB, Y&B-phase also tripped, reason of tripping? 

7. Tripping of Blue phase of 220 kV Kirori (end)-Masudpur ckt-2 during R-N 

fault to be checked? R-phase continuously fed the fault for another 

900ms, reason to be looked into.  

8. R-phase of 220 kV Kirori (end)-Masudpur ckt-1 tripped and A/R after 

1000ms. Y-N fault also reflected in the line and fault current was higher 

than R-N fault but line didn’t trip, reason to be checked? R-phase voltage 

measurement in DR is not ok. (Low throughout DR capturing time) 

9. Availability of time synchronized SCADA SoE to be looked into. 

10. Detailed report, remedial measures report and supporting DR/EL (only for 

400 kV Khedar end) needs to be submitted by HVPNL. 

 

Haryana may elaborate the incident, submit the detailed report and may also 

apprise the members about corrective actions already taken/being taken (with 

time line) to avoid such events. 

 

J. Tripping other than to be discussed in 37th PSC meeting: 

 

For better reliability of power system each and every multiple element tripping 

should be analyzed properly and remedial measures to be taken by utilities. Total 

78 multiple element tripping event reported by NRLDC to RPC and constituents 

for the month of Sep to Dec 2018. 

 

Preliminary reports of all these trippings are available at NRLDC website and 

already send to concerned utilities within 24hrs of the incident.  

 

Among 78 events, around 19 events would be discussed in 37th PSC meeting. 

For rest events, utilities may kindly submit the details (DR/EL and detailed report 

along with remedial measures) to NRLDC and NRPC at mail ID: 



nrldcso2@posoco.in, nrldcso2@gmail.com, seo-nrpc@nic.in and sep-

nrpc@nic.in.  

 

List of the all the multiple elements tripping event is available at NRPC website at 

following link: https://bit.ly/2LTT6tH 

 

Member may kindly submit the details. 

 

mailto:nrldcso2@posoco.in
mailto:nrldcso2@gmail.com
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             Annexure - II  
             

S.No Constituent/       Nomination     
 

Utility 
             

 

Name 
  

Designation Address 
   

Ph. (O) /Mob. No.        

1.  1.Sh. Prakash  Manager (E) NJHPS, Jhakri,Distt-Shimla, HP 01782-275140  

 
SJVNL 

Chand            
 2.Sh. Pintu Das  Dy.Manager NJHPS, Jhakri,Distt-Shimla, HP 01782-275140  
    

      (E)         

2.  

1.Sh. Praveen 
Kumar  AM (T)   

9999533903  

 DTL (Updated) 

2.Smt. Ramneet  
Chanana AM(T)  

9999533730  

  

3.Sh.Avishek 
Malik 

 

AM (T) Prot.  9999535139 

 

    

    

    
    

            

3.  1.Sh. Y.S. Rana  Sr. Engr.  POWERGRID, Moga  09501102085  
 

POWERGRID 
          

 2.Sh.  Subhas Sr. Engr.  POWERGRID, Hisar   09729872353  

  Kumar            

  3. Sh. Ajay Gola Sr. Engr.  NR-I HQ, New Delhi   09899555175  
           

4. NTPC 1.Sh. B.L.Yadav AGM (OS)      09650993044  

5.  1.  

 
Sh. Ranbir 
Singh Walia ASE  PSTCL, Ludhiana    9646118223  

 PSTCL 
(Updated)_ 

           
 2.Sh. Harvinder 

Singh Sr EXN, PSTCL, Jalandhar 
  

 
 

     
     

  

    
Protection 
        

 
3. Sh Sanjeev 

Kumar AEE 

Protection Division, 

Mohali    
6. HVPNL 1.Sh. Y.S. Gulia  Executive HVPNL, M&P, Panipat  09354194830  

      Engineer         

7 
RRVPNL 
(Updated) 1. Sh.Jyotirma  AEN-III (C&M) 400 kV GSS, Heerapura  09413382408  

  Jaiminy            
          

  2. Sh. Vijay  AEN (Prot.) RRVPNL, Alwar   09414061407  

  Pal Yadav           
8 UPPTCL 1.Sh. D.K Acharya Advisor to Shakti Bhawan Extn (11th Floor) Ph.(O) –Director (Op) 

      Director (Op) 14, Ashok Marg, Lucknow- office  

      UPPTCL  226001    0522-2287833  

             Fax- 0522-2286476 
  2.Sh.  Kavindra Advisor to CE        

  Singh   (TW), Meerut        

      UPPTCL         
9 HPSEBL 1. Sh. Sat Pal Exe.Engg. Protection  & Testing  Division, 09418122067  

  Jamwal     HPSEB Ltd. Kangra (HP) Telefax- 01892- 

             264519  
        

  2.Sh. Dharam Singh Asst. Engg. Protection  & Testing  Division, 09418017213  

  Rana     HPSEB Ltd. Kangra (HP) Telefax- 01892- 

             264519  

10 PTCUL 1.Anupum Singh Exe.Engg. T&C       
            

  2. Asim Beg  Asst. Engg. T&C       
          

11 NPCIL 1. Sh. N. K.  Maintenance Plant Site,  Narora, (5734) (O) 222167 
  Pushpakar  Superintende Bulandshahar Distt. UP-202397 (R) 222228  

      nt  NAPS,  or      M-09412768002 
      his nominee      e-mail-  

             nkpushpakar@npcil.co 
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  2. Sh. Virender RAPS-A  Rawatbhata Rajasthan Site, M- 09413358024 
  Yadav     P.O. Anushakti, via: Kota,   

        Rajasthan-323303     
  3. Sh. Sanjay RAPS-B  Rawatbhata Rajasthan Site, M- 09413356912 
  Jhamtani    P.O. Anushakti, via: Kota,   

        Rajasthan-323303     
  4. Sh. Randhir RAPS-C  Rawatbhata Rajasthan Site, M- 09413358237 
  Misra     P.O. Anushakti, via: Kota,   

        Rajasthan-323303     
  1. Sh.  N.  Kishore DGM Rosa Power Supply Co.Ltd., 05842- 
  Kumar   Hardoi Road, Service Building, 306675/09389495241 

12 
Rosa Power     Rosa Shahajahanpur-242406  

Supply Co. Ltd. 2.Sh. Gaurav Gupta Sr. Manager Rosa Power Supply Co.Ltd., 05842306789/093690  

      Hardoi Road, Service Building, 76402 

      Rosa Shahajahanpur-242407  
  Sh. Amitabh Jha Sr.  Manager Uri Power Station, Baramullah,  

13 NHPC 
   (E) J&K     

Sh. P. K. Das Manager (E) Baira Siul Power Station,  
   

      Chamba, HP    

  1. Sh. Manoj Rawat A.E. Dakpathar, Distt: Dehradun 09456590406 

14 UJVN Limited 
         

2. Sh. Anoop A.E. Galogi, Distt: Dehradun  09456590173    

  Deepak        

15 
BBMB 

(Updated) 
Sh. Ranbir Singh 

Sharma 
Assistant 
Director P&T Cell BBMB Panipat 9466121202  



Date Time Date Time

1 NR
1) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-1

2) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-2
Haryana 1-Sep-18 17:49 1-Sep-18 18:23 00:34

± 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt 1 & 2 tripped due to commutation fail at 

Kurukshetra and DC line pickup at Champa(PG); In antecedent condition, 800kV HVDC 

Champa(PG)-Kurukshetra(PG) ckt 1 & 2 carrying 1200 MW each. As per PMU, fluctuations 

observed in the phase voltages.

GI-2

2 NR

1) 500 MVA 400/220kV ICT 1 at Gorakhpur(UP) 

2) 315 MVA 400/220kV ICT 2 Gorakhpur(UP) 

3) 220kV Gorakhpur(UP)-Doria(UP)

4) 220kV Gorakhpur(UP)-Gorakhpur2(UP) ckt-1

5) 220kV Gorakhpur(UP)-Gorakhpur2(UP) ckt-2

Uttar Pradesh 5-Sep-18 14:01 5-Sep-18 14:58 00:57

Bus bar protection operated on 220kV side of 400/220kV Gorakhpur(UP) resulting in 

tripping of 500 MVA 400/220kV ICT 1, 315 MVA 400/220kV ICT 2, 220kV Gorakhpur(UP)-

Doria(UP), 220kV Gorakhpur(UP)-Gorakhpur2(UP) ckt-1 & 2. In antecedent condition, 500 

MVA ICT 1, 315 MVA ICT 2 carrying 221 MW & 139 MW respectively. As per PMU, B-N fault 

followed by R-Y fault with delayed clearance is observed.

300 GD-1 0.28

3 NR
1) 1500 MVA 765/400kV ICT 1 at 765kV Ajmer(PG).

2) 400kV Ajmer(765kV)(PG)-AjmerII(RVPNL) ckt-1
Rajasthan 6-Sep-18 8:03 6-Sep-18 10:38 02:35

R phase CT of 402 Tie bay blasted at 765kV Ajmer(PG) leads to tripping of 1500 MVA ICT 1 

& 400kV Ajmer(765kV)(PG)-AjmerII(RVPNL) ckt-1. In antecedent condition, 1500 MVA ICT 1 

& 400kV Ajmer(765kV)(PG)-AjmerII(RVPNL) ckt-1 carrying 26 MW & 27 MW respectively. 

As per PMU, R-N fault is observed with delayed clearance.

GI-2

4 NR

1) 220kV Bus 2 at Cbganj(UP)

2) 220kV Cbganj(UP)-Sitarganj(PG)

3) 220kV Cbganj(UP)-Badun(UP)

4) 220kV Cbganj(UP)-Moradabad(UP)

5) 220kV Cbganj(UP)-Bareilly(UP)

6) 220kV Tanakpur(NHPC)-Sitarganj(PG)

Uttar Pradesh 6-Sep-18 15:33 6-Sep-18 16:28 00:55

Bus fault occurred at 220kV CB Ganj(UP) leading to bus bar protection operation of 220kV 

Bus 2 at Cbganj(UP). At the same time, 220kV Tanakpur(NHPC)-Sitarganj(PG) also tripped 

on phase to earth fault. As per PMU, R-N fault observed. Also voltage dip in all the three 

phases is observed for about 1400ms.

GI-2

5 NR

1) 400 kV G. Noida(400kV)-Dadri (NTPC) 

2) 400 kV G. Noida(400kV)-Nawada(Haryana)

3) 400 kV G. Noida(400kV)-G. Noida 765 ckt-1 

4) 400 kV G. Noida(400kV)- G. Noida 765 ckt-2 

5) 400 kV Bus 1 at G. Noida(400 kV) 

6) 400 kV Bus 2 at G. Noida(400 kV) 

7) 1500 MVA 765/400 kV G.Noida(765 kV) ICT1

Uttar Pradesh 6-Sep-18 22:40 6-Sep-18 23:42 01:02

Conductor of R phase 400 kV Bus-A at 400/220 kV G. Noida broke down but 400 kV bus-bar 

protection did not operate at the substation. It was found that none of the breaker opened 

from 400 kV G. Noida end. All the 400 kV connected lines from 400/220 kV G. Noida (UP) 

lines tripped from remote end. This resulted in loss of approx. 800-900 MW and frequency 

increasing from approx. 49.91 Hz to 50.12 Hz (thus a jump of approx. 0.11 Hz).

830 GD-1

6 NR

1) 315 MVA 400/220kV Ajmer ICT 1

2) 315 MVA 400/220kV Ajmer ICT 3

3) 220kV Ajmer(RRVPNL)-Ajmer(RRVPNL)

4) 220kV Ajmer(RRVPNL)-Beawar(RRVPNL)

5) 220 kV Ajmer(RRVPNL)-Jethana(RRVPNL) ckt-1

6) 220 kV Ajmer(RRVPNL)-Jethana(RRVPNL) ckt-2

Rajasthan 6-Sep-18 23:07 7-Sep-18 00:28 01:21
R-N fault occurred in 220 kV Ajmer Jethana ckt-I resulting in LBB operation due to breaker 

struck of 220 kV Ajmer Jethana ckt-I. In antecedent condition, 315 MVA ICT 1 & ICT 3 

carrying 112 MW & 113 MW respectively. As per PMU, Y-N fault observed.

GI-2

7 NR

1) 200 MVA 400/132 kV ICT 1 at Agra South(UP).

2) 200 MVA 400/132 kV ICT 2 at Agra South(UP).

3) 200 MVA 400/132 kV ICT 3 at Agra South(UP).

4) 132kV Agra-Agra Cantt

Uttar Pradesh 7-Sep-18 4:50 7-Sep-18 05:49 00:59
200MVA ICT 1,2 & 3 at 400kV Agra South(UP) tripped with a load loss of ~200MW, due to 

tripping of 132kV Agra-Agra Cantt line. The ICT's tripped due to IDMT DIR O/C and E/F 

protection operated. As per PMU, B-N fault observed.

100 GD-1 0.10

8 NR

1) 400 kV Rampur(NJPC)–Nallagarh(PG) ckt-2 

2) Unit#3 at 400kV Nathpa-Jhakri(NJPC)

3) Unit#5 at 400kV Rampur(NJPC)

4) Unit#2 at 400kV Karcham Wangtoo

Himachal Pradesh 7-Sep-18 16:20 7-Sep-18 16:36 00:16

400kV Rampur(NJPC)–Nallagarh(PG) ckt-2 tripped at 1620 hrs due to B-N Fault (71 kms 

from Rampur).Circuit-2 Auto-Recloser(AR) operated successfully but due to RPH 

maloperation breaker failed to closed. As reported by stations, due to the above incident, 

SPS operated at NJPC and Rampur causing tripping of unit#3 at  Nathpa-

Jhakri(NJPC)(generating 270MW), Unit#5 at 400kV Rampur(NJPC)(generating 76MW) & 

Unit#2 at 400kV Karcham Wangtoo(generating 248MW). As per PMU. B-N fault is 

observed.

594 GD-1

9 NR

1. 220 kV Delina (J&K)-Zainakote (J&K) ckt

2. 220 kV Delina (J&K)-Amargarh (NRSS-29) ckt

3. 220 kV Delina (J&K)-Kishanganga (NHPC) ckt-1

4. 220 kV Delina (J&K)-Kishanganga (NHPC) ckt-2

5. 220/132 kV 160MVA ICT at Delina (J&K)

6. 3*110 MW units at Kishanganga HEP (NHPC)

Jammu & Kashmir 13-Sep-18 18:10 14-Sep-18 10:03 15:53

220 kV Delina (J&K)-Amargarh (NRSS-29) ckt tripped on Y-B fault, 3.12Km from Amargarh 

station leading to tripping of generation at Kishanganga HEP (NHPC) due to loss of 

evacuation path. It seems from SCADA data that 220 kV Delina Bus-1 was already under 

outage and all the elements at 220/132 kV Delina (J&K) tripped. As per PMU, Y-B fault 

observed.

130 GD-1
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10 NR

1) 400kV Bus 2 at Bawana CCGT

2) 400kV Bahadurgarh(PG)-Bawana(GT)

3) STG1 at 400kV Bawana CCGT

Delhi 14-Sep-18 17:08 14-Sep-18 17:20 00:12

Bus bar protection operated at Bawana CCGT leading to tripping of 400kV Bus 2 at Bawana 

CCGT &  400kV Bahadurgarh(PG)-Bawana(GT). STG1 also tripped with heavy jerk. In 

antecedent condition, 400kV Bahadurgarh-Bawana(GT) carrying 13 MW and STG 1 

generating 180 MW. As per PMU, No fault observed.

180 GD-1

11 NR

1) 400kV Parbati(2) HEP(NHPC) - Sainj HEP(HPPCL) -1

2) 400 kV Bus 1 at  Parbati(2) HEP(NHPC)

3) Unit#1 at 400kV Parbati(2) HEP(NHPC)

Himachal Pradesh 16-Sep-18 19:10 16-Sep-18 21:11 02:01

400kV Parbati(2) HEP(NHPC) - Sainj HEP(HPPCL) -1 & 400 kV Bus 1 at  Parbati(2) HEP(NHPC) 

tripped as LBB Operated due to High vibrations of Unit-1. In antecedent condition,400kV 

Parbati(2) HEP(NHPC) - Sainj HEP(HPPCL) -1 carrying 100 MW & Unit#1 generating 50 MW. 

As per PMU, voltage dip in all three phases is observed.

50 GD-1

12 NR
1) 400 kV Bus 1 at 400kV Orai(UP)

2) 400kV Mainpuri 765(UP)-Orai(UP) ckt-1
Uttar Pradesh 16-Sep-18 20:07 16-Sep-18 21:02 00:55

400kV Mainpuri 765(UP)-Orai(UP) ckt-1 tripped on  Y-N fault, 34.9Km from Mainpuri 

765(UP) end. At the same time, 400 kV Bus 1 at 400kV Orai(UP) also tripped. In antecedent 

condition, 400kV Mainpuri 765(UP)-Orai(UP) ckt-1 carrying 258 MW. As per PMU, Y-N fault 

observed.

GI-2

13 NR

1) 315 MVA ICT 3 at 400kV Sarnath(UP)

2) 400kV Sarnath(UP)-Varanasi(PG) ckt-2

3) 220kV Sarnath(UP)-Sahupuri(UP)

4) 220kV Sarnath(UP)-Gajokhar(UP)

5) 220kV Sarnath(UP)-Gajipur(UP)

6) 220kV Sarnath(UP)-Azamgarh(UP)

Uttar Pradesh 17-Sep-18 11:30 17-Sep-18 11:40 00:10

Due to flashover at Ghazipur end of 220kV Sarnath(UP)-Gajipur(UP), 315 MVA ICT 3 at 

400kV Sarnath(UP) & 400kV Sarnath(UP)-Varanasi(PG) ckt-2 tripped along with 220kV 

elements. As per PMU, delayed clearance of around 2.5s is observed. In antecedent 

conditions, 315 MVA ICT 3 at 400kV Sarnath(UP) & 400kV Sarnath(UP)-Varanasi(PG) ckt-2 

carrying 222 MW & 12 MW respectively.

650 GD-1 0.11

14 NR

1) 315 MVA ICT 2 at 400kV Gorakhpur(UP)

2) 500 MVA ICT 1 at 400kV Gorakhpur(UP)

3) 400kV Gorakhpur(PG)-Gorakhpur(UP) ckt-1

4)  400kV Gorakhpur(PG)-Gorakhpur(UP) ckt-2

5) 400kV  Azamgar(UP)-Gorakhpur(UP)

Uttar Pradesh 17-Sep-18 16:57 17-Sep-18 18:33 01:36

Bus fault occurred due to snapping of R phase insulator string of Transfer Bus Coupler 

during shifting of 400 kV Gorakhpur(PG)-Gorakhpur(UP) ckt-2 on Transfer Bus at 

Gorakhpur(UP) leading to tripping of all ICTs and 400kV transmission line connected with 

400kV Gorakhpur(UP). As per PMU, R-N fault observed with delayed clearance. In 

antecedent condition, 500 MVA ICT 1 & 315 MVA ICT 2 carrying 263 MW & 165 MW 

respectively.

225 GD-1 0.36

15 NR

1) 400 kV Patiala(PG)-Patran(PTCL) ckt-1

2) 400 kV Patiala(PG)-Patran(PTCL) ckt-2

3) 400 kV Kaithal(PG)-Patran(PTCL) ckt-1

4)  400 kV Kaithal(PG)-Patran(PTCL) ckt-2

5) 500 MVA ICT 1 at 400 kV Patran(PTCL)

6) 500 MVA ICT 2 at 400 kV Patran(PTCL)

Punjab 18-Sep-18 11:12 18-Sep-18 12:00 24.32
Due to DC Failure at 400 kV Patran(PTCL); 400 kV Patiala(PG)-Patran(PTCL) 1 & 2, 400 kV 

Kaithal(PG)-Patran(PTCL) 1& 2 tripped & 500 MVA ICT 1 & ICT 2 tripped; As per PMU, No 

fault observed. In antecedent conditions, 500 MVA ICT 1 & ICT 2 carrying 68 MW each.

GI-2

16 NR
1) 220kV Kishenpur(PG)-Ramban(JK)

2) 220kV Mirbazar(JK)-Ramban(JK)
Jammu & Kashmir 21-Sep-18 15:15 21-Sep-18 17:16 02:01

220kV Kishenpur(PG)-Ramban(JK) & 220kV Mirbazar(JK)-Ramban(JK) tripped on B-N fault 

at a distance of 12.46km from Ramban towards Kishenpur. As per PMU, Y-N fault followed 

by B-N fault is observed. In antecedent condition, 220kV Kishenpur(PG)-Ramban(JK) 

carrying 82 MW.

GI-2

17 NR
1) 400kV Bus 2 at Dadri(Th).2

2) 400kV Dadri(NTPC)-Kaithal(PG)
Uttar Pradesh 23-Sep-18 19:54 24-Sep-18 09:57 14:03

400kV Bus-bar-2 protection operated at Dadri Thermal leading to tripping of 400kV Bus 2 & 

400kV Dadri(NTPC)-Kaithal(PG). As per PMU, R-N fault observed. In antecedent condition, 

400kV Dadri(NTPC)-Kaithal(PG) carrying 43 MW.

GI-2

18 NR
1) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-1

2) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-2
Haryana 24-Sep-18 16:51 24-Sep-18 17:42 00:51

800kV HVDC Champa(PG)-Kurukshetra(PG) ckt 1 & 2 tripped due to DC Earth fault in 

auxiliary DC panel at Champa(PG) end; In antecedent condition, 800kV HVDC Champa(PG)-

Kurukshetra(PG) ckt 1 & 2 carrying 650 MW each. As per PMU, fluctuations observed in 

the phase voltages. Both circuits again tripped at 1816 Hrs due to same reason.

GI-2

19 NR

1) 400kV RosaTPS (UP)-Shajahanpur(PG) ckt-2

2)  200 MVA ICT1 at 400/220kV Rosa(UP)

3) 200 MVA ICT2 at 400/220kV Rosa(UP)

Uttar Pradesh 24-Sep-18 20:37 24-Sep-18 21:36 00:59

400kV RosaTPS (UP)-Shajahanpur(PG) ckt-2 tripped on phase to earth fault. At the same 

time, 200 MVA ICT1 & ICT2 at 400/220kV Rosa(UP) tripped due to operation of Differential 

protection. In antecedent condition, both ICTs carrying 64MW each. As per PMU, Y-N fault 

is observed.

GI-2

20 NR

1) 220kV Bus 3 at 400/220kV Mandola(PG)

2) 220kV Bus 4 at 400/220kV Mandola(PG)

3) 500 MVA ICT 1 at 400/220kV Mandola(PG)

4) 500 MVA ICT 3 at 400/220kV Mandola(PG)

5) 220kV Mandola(PG)-Wazirabad(DTL) ckt-1

6) 220kV Mandola(PG)-Wazirabad(DTL) ckt-2

7) 220kV Mandola(PG)-Wazirabad(DTL) ckt-4

Delhi 25-Sep-18 10:54 25-Sep-18 17:44 06:50

220kV Mandola(PG)-Wazirabad(DTL) ckt-1 tripped on R-N fault. 220kV Mandola(PG)-

Wazirabad(DTL) ckt-3 was under shutdown and line was earthed at both

ends, due to which current through line CT which was earthed from both sides

flowed. This current flow in 220kV Mandola(PG)-Wazirabad(DTL) ckt-3 caused SOTF optd in 

this line. As CB was already open and current was continous through CT, LBB operated. 

220kV Bus 4 tripped on LBB protection. Due to CT selection relay contacts malfunction 

trips of bus 4 and 3 got coupled resulting in bus 3 tripping. 220kV Mandola(PG)-

Wazirabad(DTL) ckt-1 tripped on R-N fault. As per PMU, R-N fault is observed. In 

antecedent condition, 500 MVA ICT 1 & ICT 3 carrying 157 MW & 154 MW respectively.

139 GD-1
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21 NR
1) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-1

2) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-2
Haryana 25-Sep-18 11:54 25-Sep-18 12:29 00:35

800kV HVDC Champa(PG)-Kurukshetra(PG) ckt 1 & 2 tripped due to Filter Control block due 

to filter power limit alarm because of malfunction of RPC; In antecedent condition, 800kV 

HVDC Champa(PG)-Kurukshetra(PG) ckt 1 & 2 carrying 150 MW each. As per PMU, 

fluctuations observed in the phase voltages.

GI-2

22 NR

1) 220kV Bus 2 at 400/220kV Jalandhar(PG)

2) 315 MVA ICT 2 at 400/220kV Jalandhar(PG)

3) 220kV Dasuya(PSTCL)-Jalandhar(PG) ckt-2

4) 220kV Hamirpur(PG)-Jalandhar (PG) ckt-2

5) 220kV Jalandhar(PG)-Kartarpur(PSTCL)

Punjab 25-Sep-18 13:32 25-Sep-18 14:19 00:47

Bus bar protection of 220kV Bus 2 operated due to mal operation during S/D of 500 MVA 

ICT-3 at Jalandhar leading to tripping of 315 MVA ICT 2 and 220kV lines. As per PMU, No 

fault is observed. In antecedent condition, 315 MVA ICT 2 at 400/220kV Jalandhar(PG) 

carrying 84 MW.

50 GD-1 0.04

23 NR
1) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-1

2) 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt-2
Haryana 26-Sep-18 16:37 26-Sep-18 17:53 01:16

800kV HVDC Champa(PG)-Kurukshetra(PG) ckt 1 & 2 tripped during testing; In antecedent 

condition, 800kV HVDC Champa(PG)-Kurukshetra(PG) ckt 1 & 2 carrying 150 MW each. As 

per PMU, fluctuations observed in the phase voltages.

GI-2

24 NR

1) 220kV Bairasuil(NHPC)-Pong(BBMB)

2) 220kV Bairasuil(NHPC)-Jasor(HP)

3) Unit#1(60MW) at 220kV Bairasuil(NHPC)

4) Unit#3(60MW) at 220kV Bairasuil(NHPC)

Himachal Pradesh 27-Sep-18 18:17 27-Sep-18 18:58 00:41

LBB operated while synchronizing Unit#1(60MW) at 220kV Bairasuil(NHPC) due to problem 

in breaker leading to tripping of 220kV Bairasuil(NHPC)-Pong(BBMB), 220kV 

Bairasuil(NHPC)-Jasor(HP), Unit#1 & Unit#3. In antecedent condition, Unit#1 & #3 

generating 59 MW & 57 MW respectively. As per PMU, No fault is observed.

117 GD-1

25 NR

1) 220kV Parichha(UP)-Orai(UP) ckt-1

2) 220kV Parichha(UP)-Orai(UP) ckt-2

3) 220kV Parichha(UP)-Orai(UP) ckt-3

4) 220kV Parichha(UP)-Jhansi(UP) ckt-1

5) 220kV Parichha(UP)-Jhansi(UP) ckt-2

6) 220kV Parichha(UP)-Bharthana(UP)

7) 220kV Parichha(UP)-Mahoba(UP)

8) Unit#3 & #4(210MW) at 220kV Parichha(UP)

9) Unit#6(250MW) at 220kV Parichha(UP)

Uttar Pradesh 28-Sep-18 10:58 28-Sep-18 12:52 01:54

B-N fault occurred on 220kV Parichha(UP)-Jhansi(UP) ckt-2 due to which trip coil of this 

circuit at 220kV Parichha(UP) burnt causing bus fault at 220kV Parichha(UP) resulting into 

tripping of all 220kV lines and generating units. As per PMU, Voltage dip in all the three 

phases in observed. In antecedent conditions, Unit#3 & #4 generating 113 MW & 109 MW 

respectively.

530 GD-1

26 NR

1) 220kV Hisar(PG)-Hisar-IA(HVPNL) ckt-1

2) 220kV Hisar(PG)-Hisar-IA(HVPNL) ckt-2

3) 220kV Hisar(BBMB)-Hisar-IA(HVPNL) ckt-1

4) 220kV Hisar(BBMB)-Hisar-IA(HVPNL) ckt-2

Haryana 28-Sep-18 11:45 28-Sep-18 13:15 01:30

220kV Bus-bar protection operated at Hisar(I/A) due to blasting of Y-ph CT of 220kV 

Hisar(I/A)-Masudpur ckt-2 leading to tripping of 220kV Hisar(PG)-Hisar-IA(HVPNL) ckt-1 & 

2, 220kV Hisar(BBMB)-Hisar-IA(HVPNL) ckt-1 & 2. As per PMU, Y-N fault is observed. In 

antecedent condition, 220kV Hisar(PG)-Hisar-IA(HVPNL) ckt-1 & 2 carrying 111 MW & 113 

MW respectively.

GI-2

27 NR

1) 400kV Akal(Raj)-Jodhpur(Raj)

2) 400kV Jodhpur(Raj)-Merta(Raj) ckt-1

3) 400kV Bus 1 at 400kV Jodhpur(Raj)

Rajasthan 29-Sep-18 04:07 29-Sep-18 06:25 02:18

Differential Protection of Busbar-1 operated at 400kV Jodhpur(Raj) leading to tripping of 

400kV Akal(Raj)-Jodhpur(Raj) & 400kV Jodhpur(Raj)-Merta(Raj) ckt-1. As per PMU, No fault 

is observed. In antecedent conditions, 400kV Jodhpur(Raj)-Merta(Raj) ckt-1 carrying 84 

MW.

GI-2

28 NR

1) 400kV Allahabad(PG)-Fatehpur(PG) ckt-1

2) 400kV Allahabad(PG)-Fatehpur(PG) ckt-2

3) 400kV Allahabad(PG)-Fatehpur(PG) ckt-3

4) 400kV Allahabad(PG)-Mainpuri(PG) ckt-1

5) 400kV Allahabad(PG)-Singrauli(PG) 

6) 315 MVA ICT 1 &  ICT 2 at 765kV/400kV Fatehpur(PG)

7) 1500 MVA ICT 3 & ICT 4  at 765kV/400kV Fatehpur(PG)

8) 220kV Fatehpur(PG)-Fatehpur(UP) ckt-1

Uttar Pradesh 29-Sep-18 12:18 29-Sep-18 12:39 00:21

315 MVA ICT 1 & ICT 2 at 765kV/400kV Fatehpur(PG) tripped due to operation of 

directional earth fault. At the same time other 400kV lines and 1500 MVA ICT3 & ICT 4 also 

tripped. As per PMU, Y-N fault is observed. In antecedent conditions, 1500 MVA ICT 3 & 

ICT 4 carrying 141 MW & 139 MW respectively.

220 GD-1 0.08

29 NR
1) 200 MVA ICT 1 at 400/132kV Mau(UP)

2) 200 MVA ICT 2 at 400/132kV Mau(UP)
Uttar Pradesh 29-Sep-18 20:37 29-Sep-18 21:18 00:41

200 MVA ICT 1 & ICT 2 at 400/132kV Mau(UP) tripped due to overloading. As per PMU, 

Fluctuations observed in the phase voltages. In antecedent conditions, 200 MVA ICT 1 & 

ICT 2 carrying 155 MW & 169 MW respectively.

250 GD-1 0.17



Date Time Date Time

1 NR

1) 450 MVA ICT 1 at 400/220kV Panipat(BBMB)

2) 450 MVA ICT 2 at 400/220kV Panipat(BBMB)

3) 220kV Panipat(BBMB)-Kurukshetra(HVPNL)

4) 220kV Chhajpur(HVPNL) - Panipat(BBMB) ckt-1

5) 220kV Panipat(BBMB)-Dhulkote(BBMB) ckt-1

6) 220kV Panipat(BBMB)-Dhulkote(BBMB) ckt-2

7) 220kV Panipat(BBMB)-Narela(DTL) ckt-1,  ckt-2 &  ckt-3

8) 220kV Chhajpur(HVPNL) - Panipat(BBMB) ckt-2

9) 220kV Panipat(BBMB)-Charkhi Dadri

10) 220kV Panipat TPS(HVPNL)-Panipat(BBMB) ckt-2, ckt-3, 

ckt-4

11) 220kV Panipat TPS(HVPNL)-Pipli

Delhi & Haryana 1-Oct-18 10:34 1-Oct-18 12:13 01:39

Bus bar protection of 220 kV Bus-1 & 2 operated at 400/220kV Panipat(BBMB) due to broken conductor of 

220kV Panipat- Kurukshetra fall down on 220 kV BUS-2 at 400/220kV Panipat(BBMB). As per PMU, R-B fault 

is observed and Rise in frequency of around 0.03Hz is observed. In antecedent conditions, 450 MVA ICT 1 & 

ICT 2 carrying 210 MW each.

290 GD-1 0.48

2 NR
1) 220kV Amargarh(NRSS29)-Delina(JK) ckt-1

2) 220kV Amargarh(NRSS29)-Zainkot(JK) ckt-1
Jammu & Kashmir 1-Oct-18 18:53 1-Oct-18 22:22 03:29

220kV Amargarh(NRSS29)-Delina(JK) ckt-1 & 220kV Amargarh(NRSS29)-Zainkot(JK) ckt-1 tripped on Phase to 

earth fault. As per PMU, R-N fault is observed. In antecedent conditions, 220kV Amargarh(NRSS29)-

Delina(JK) ckt-1 carrying 43 MW.

GI-2

3 NR

1) 400kV Bus 1 at 400kV Chamera I(NHPC)

2) 400kV Chamera I(NHPC)-Jalandhar(PG) ckt-1

3) Bus reactor 1 at  400kV Chamera I(NHPC).

Himachal Pradesh & Punjab 6-Oct-18 02:29 6-Oct-18 11:39 09:10

400kV Bus 1 at 400kV Chamera I(NHPC) tripped due to operation of Bus Bar Differential relay. At  the same 

time, 400kV Chamera I(NHPC)-Jalandhar(PG) ckt-1 also tripped. In antecedent conditions, 400kV Chamera 

I(NHPC)-Jalandhar(PG) ckt-1 carrying 80 MW. As per PMU, R-N fault is observed with no autoreclosing 

attempt.

GI-2

4 NR

1) 450 MVA ICT 1 at 400/220kV Panipat(BBMB)

2) 220kV Panipat(BBMB)-Kurukshetra(HVPNL)

3) 220kV Chhajpur(HVPNL) - Panipat(BBMB) ckt-1

4) 220kV Panipat(BBMB)-Narela(DTL) ckt-1

5) 220kV Panipat(BBMB)-Narela(DTL) ckt-3

6) 220kV Panipat TPS(HVPNL)-Panipat(BBMB) ckt-1

7) 220kV Panipat TPS(HVPNL)-Panipat(BBMB) ckt-3

8) 220kV Panipat(BBMB)-Dhulkote(BBMB) ckt-1

Delhi & Haryana 8-Oct-18 11:50 8-Oct-18 12:12 00:22

Bus bar protection of 220 kV Bus-1 operated at 400/220kV Panipat(BBMB) leading to tripping of 450 MVA 

ICT 1 at 400/220kV Panipat(BBMB) and connected 220kV lines to 220kV Bus 1. As per PMU, Y-N fault is 

observed and Rise in frequency of around 0.023Hz is observed. In antecedent conditions, 450 MVA ICT 1 

carrying 245 MW.

160 GD-1 0.06

5 NR
1) 315 MVA ICT 1 at 400/220kV  Bawana(DTL)

2) 315 MVA ICT 2 at 400/220kV  Bawana(DTL)
Delhi 8-Oct-18 19:43 8-Oct-18 22:28 02:45

315 MVA ICT 1 & ICT 2 at 400/220kV 	Bawana(DTL) tripped on auxiliary Buchholz relay. As per PMU, Y-N 

fault is observed. In antecedent condtions, 315 MVA ICT 1 & ICT 2 carrying 144 MW & 141 MW respectively.
GI-2

6 NR
1) 220kV Salal(NHPC)-Kishenpur(PG) ckt-1

2) 220kV Salal(NHPC)-Kishenpur(PG) ckt-2
Jammu & Kashmir 9-Oct-18 03:15 9-Oct-18 03:59 00:56

220kV Salal(NHPC)-Kishenpur(PG) ckt-2 tripped on Phase to earth fault(B-N fault), 8.03 kms from 

Salal(NHPC) end. At the same time, 220kV Salal(NHPC)-Kishenpur(PG) ckt-1 also tripped only at 

Kishenpur(PG) end. As per PMU, R-B fault is observed. In antecedent conditions, 220kV Salal(NHPC)-

Kishenpur(PG) ckt-1 & ckt-2 carrying 36 MW & 39 MW respectively.

GI-2

7 NR
1) 315 MVA ICT 1 at 400/220kV Jalandhar(PG)

2) 315 MVA ICT 2 at 400/220kV Jalandhar(PG)
Punjab 9-Oct-18 05:17 9-Oct-18 06:13 00:44

315 MVA ICT 1 & ICT 2 at 400/220kV Jalandhar(PG) tripped due to operation of Back up earth fault 

protection at 220 kV side as there was Fire at 220kV Kanjali station of Punjab. As per PMU, Voltage dip in 

three phases is observed. In antecedent conditions, 315 MVA ICT 1 & ICT 2 at 400/220kV Jalandhar(PG) 

carrying 22 MW & 24 MW respectively.

GI-2

8 NR

1) 400 kV Obra-B(UP)-Rewa road(UP)

2) 400 kV Obra-B(UP)-Sultanpur(UP)

3) 315 MVA ICT-1 at  400/220kV Obra-B(UP)

4) 315 MVA ICT-2 at 400/220kV Obra-B(UP)

5) Unit -9 (200 MW) at 400/220kV Obra-B(UP)

6) Unit -10 (200 MW) at 400/220kV Obra-B(UP)

7) Unit -11 (200 MW) at 400/220kV Obra-B(UP)

8) 220 kV/6.6 kV, 30 MVA Station transformer at 

400/220kV Obra-B(UP)

Uttar Pradesh 14-Oct-18 04:37 27-Oct-18 10:36 317:59:00

Fire was observed around 04.30 hrs in cable gallery at 400/220kV Obra-B(UP). 220 kV/6.6 kV, 30 MVA 

Station transformers was tripped at 04.37 hrs, results in failure of station supply. Consecutively unit no 9, 10 

& 11 each of 200 MW of capacity tripped at 04.37 hrs and total generation loss was of 460 MW. At the same 

time 04.37 hrs. 400 kV Obra (B) – Rewa road and 400 kV Obra (B) – Sultanpur lines also tripped. At 04.43 hrs 

400 kV Obra (B) – Anpara line was manually opened from both ends. As per PMU, no fault is observed.

460 160 GD-1

9 NR
1)  200 MVA ICT1 at 400/220kV Rosa(UP)

2) 200 MVA ICT2 at 400/220kV Rosa(UP)
Uttar Pradesh 14-Oct-18 13:20 14-Oct-18 14:21 01:01

200 MVA ICT1 & ICT2 at 400/220kV Rosa(UP) tripped on earth fault. In antecedent condition, both ICTs 

carrying 64MW each. As per PMU, B-N fault followed by R-N fault is observed.
GI-2

10 NR

1) 400 kV Bus 1 at  Jhakri(SJVNL)

2) 400 kV  Jhakri(SJVNL)-Rampur(SJVNL) ckt-1

3) 400 kV Jhakri(SJVNL)-Panchkula(PG) ckt-1

4) 400 kV Jhakri(SJVNL)-Karchamwangtoo(JP)

Himachal Pradesh 16-Oct-18 03:48 16-Oct-18 06:40 02:52

Flash over occurred in R-phase circuit breaker pole of 400 kV NJPC-Rampur ckt-1 in 400 kV GIS of NJPC due 

to which Bus bar protection operated at NJPC. This line was already opened on HV. Only CB was opened and 

isolator was connected to Bus-1 at NJPC end as reported. Due to this BUS-1 bus bar protection operation 

400kV Jhakri-Panchkula-1 and 400 kV Jhakri-Karchamwangtoo(JP) tripped. As per PMU, R-N fault is 

observed. In antecedent conditions, 400 kV Jhakri(SJVNL)-Karchamwangtoo(JP) & 400 kV Jhakri(SJVNL)-

Panchkula(PG) ckt-1 carrying 103 MW & 32 MW respectively.

GI-2

11 NR
1) 220kV Kanpur(PG)-Naubasta(UP)

2) 220kV Fatehpur(PG)-Naubasta(UP)
Uttar Pradesh 17-Oct-18 11:16 17-Oct-18 12:03 00:47

220kV Fatehpur(PG)-Naubasta(UP) tripped on B-N fault. At the same time, 220kV Kanpur(PG)-Naubasta(UP) 

also tripped on Y-N fault. As per PMU, B-N fault is observed. In antecedent conditions, 220kV Kanpur(PG)-

Naubasta(UP) & 220kV Fatehpur(PG)-Naubasta(UP) carrying 119 MW & 49 MW respectively.

130 GD-1 0.10

Energy Unserved (in MU)S.No. Region
Name of Elements

(Tripped/Manually opened)
Affected Area

Outage Revival

Duration
Event

(As reported)

Generation 

Loss(MW)
Load Loss(MW)

Category as per CEA 

Grid Standards



Date Time Date Time

Energy Unserved (in MU)S.No. Region
Name of Elements

(Tripped/Manually opened)
Affected Area

Outage Revival

Duration
Event

(As reported)

Generation 

Loss(MW)
Load Loss(MW)

Category as per CEA 

Grid Standards

12 NR

1) 220kV Kota Th(Raj) –Sakatpura(Raj) ckt 1,2,3,4

2) 220kV Kota Th(Raj)- Modak(Raj)

3) 220kV Kota Th(Raj)-Kota(PG) D/c

4) 220kV Kota Th(Raj)-vatika(Raj)

5) 220kV Kota Th(Raj)-Beawar(Raj)

6) 220kV Kota Th(Raj)-Heerapura(Raj)

7) 220kV Kota Th(Raj)-Silor(Raj)

8) 220kV Kota Th(Raj) Unit#1,2, 4, 5, 6,7

9) 220kV Sakatpura(Raj)- RAPP A ckt 1,3

10 )  220kV Sakatpura(Raj)- RAPP B ckt 2

11 ) 100MVA ICT 2 & 3, 160MVA ICT 1 & 4 at 220kV 

Sakatpura(Raj)

Rajasthan 20-Oct-18 21:00 20-Oct-18 22:47 01:47

At 220kV KTPS (Raj) switchyard heavy arcing occurred at 220kV Kota Th(Raj)-Morak(Raj) feeder during 

restoration activity of 220kV Bus 3 & 5, due to this Bus coupler 1 tripped on earth fault and various 

emanating feeders tripped resulting in tripping of all the running units. As per PMU, Voltage dip in all the 

three phases is observed and dip in frequency of around 0.052Hz is observed.

850 150 GD-1 0.27

13 NR

1) 315 MVA ICT 2 at 400kV Gorakhpur(UP)

2) 500 MVA ICT 1 at 400kV Gorakhpur(UP)

3) 220kV Gorakhpur(UP)-Gorakhpur(UP) II ckt-1

4)  220kV Gorakhpur(UP)-Gorakhpur(UP) II ckt-2

5) 220kV Deoria(UP)-Gorakhpur(UP)

6) 220kV Gorakhpur(UP)-Gorakhpur New(UP) ckt-1

7) 220kV Gorakhpur(UP)-Gorakhpur New(UP) ckt-2

Uttar Pradesh 22-Oct-18 10:03 22-Oct-18 10:48 00:45

Bus bar protection operated at 220kV side of 400/220kV Gorakhpur(UP) leading to tripping of all ICTs and 

220kV transmission line connected with 400/220kV Gorakhpur(UP). As per PMU, R-N fault observed with 

delayed clearance. In antecedent condition, 500 MVA ICT 1 & 315 MVA ICT 2 carrying 130 MW & 81 MW 

respectively.

210 GD-1 0.15

14 NR

1) 400kV Kashipur (UTT)-Nehtaur 400 (UP) 

2) 400kV Kashipur(UTT)-Moradabad(UP)

3) 315 MVA ICT 1 at 400/220kV Kashipur(UTT)

4) 315 MVA ICT 2 at 400/220kV Kashipur(UTT)

5) 160 MVA ICT 2 at 220/132kV Kashipur(UTT)

6) 400kV Kashipur (UTT)-Pantnagar(UTT) ckt-1

7) 400kV Kashipur (UTT)-Pantnagar(UTT) ckt-2

Uttarakhand 25-Oct-18 13:28 25-Oct-18 14:27 00:59

200kV Main Bus 1 and 160 MVA ICT 1 was under shutdown for maintenance. At 14:28 Hrs, Y and B phases of 

isolator 201-89B( 160 MVA ICT 1 main Bus 2 isolator) got stuck mechanically while closing and created a 

spark resulting into complete burnout of mentioned isolator phases leading to a Bus fault on 220kV Bus 2. 

This resulted into tripping of 315 MVA ICTs, 160 MVA ICTs, all 220kV feeders and 400kV Kashipur (UTT)-

Nehtaur 400 (UP) & 400kV Kashipur(UTT)-Moradabad(UP).  As per PMU, Y-B fault is observed with delayed 

clearance of 1640ms.

182 225 GD-1 0.22



Date Time Date Time

1 NR
1) 220kV Chamera III(NHPC)-Chamera pool(PG) ckt-2 

2) 220kV Budhil(Lanco)-Chamera III(NHPC)
Himachal Pradesh 2-Nov-18 16:10 2-Nov-18 19:35 03:25

A problem occurred in U#1 GIS breaker compartment caused Bus bar protection operation at 220kV 

Chamera III(NHPC) leading to tripping of 220kV Chamera III(NHPC)-Chamera pool(PG) ckt-2	 & 220kV 

Budhil(Lanco)-Chamera III(NHPC) ckt-1. As per PMU, B-N fault is observed. SCADA data at 220kV Chamera 

III(NHPC) was suspected during the incident.

GI-2

2 NR

1) 220kV Salal(NHPC)-Kishenpur(PG) ckt-3

2) 220kV Salal(NHPC)-Kishenpur(PG) ckt-4

3) 400kV Kishenpur(PG) -New Wanpoh(PG) ckt-4

Jammu & Kashmir 3-Nov-18 15:24 3-Nov-18 15:48 00:24
400kV Kishenpur(PG) -New Wanpoh(PG) ckt-4 tripped on Phase to earth fault(B-N fault), 111 kms from 

Kishenpur(PG) end. At the same time, 220kV Salal(NHPC)-Kishenpur(PG) ckt-3 & ckt-4 also tripped. As per 

PMU, B-N fault is observed. Another B-N fault observed after 1 sec withDelayed clearance of 680ms.

GI-2

3 NR

1) 400kV New Wanpoh(PG) -Kishenpur(PG)-ckt-1

2) 400kV New Wanpoh(PG) -Kishenpur(PG)-ckt-2

3) 400kV New Wanpoh(PG) -Wagoora(PG)-ckt-1

4) 400kV New Wanpoh(PG) -Wagoora(PG)-ckt-2

Jammu & Kashmir 4-Nov-18 09:45 4-Nov-18 10:06 00:21

400kV New Wanpoh(PG) -Kishenpur(PG)-ckt-1 & 2, 400kV New Wanpoh(PG) -Wagoora(PG)-ckt-1 & 2 

tripped on R-B Fault ,132km from Kisenpur(PG) end. As per PMU, multiple R-B fault observed in the system. 

In antecedent conditions, 400kV New Wanpoh(PG) -Wagoora(PG)-ckt-1 & 2 carrying 135MW each and 

400kV Kishenpur(PG)-New Wanpoh(PG) ckt-1 & 2 carrying 135 MW each.

GI-2

4 NR

1) 400kV Aligarh(UP)-Sikandrabad(UP)-1

2) 400kV Aligarh(UP)-Sikandrabad(UP)-2

3) 400kV Aligarh(UP)-Mainpuri(UP)-1

4) 400kV Aligarh(UP)-Mainpuri(UP)-2

5) 400kV Aligarh(UP)-Panki(UP)

6) 400kV Aligarh(UP)-Muradnagar(UP)-1

7) 400/220kV 500 MVA ICT #1 at Aligarh(UP)

8) 400/220kV 500 MVA ICT #2 at Aligarh(UP)

9) 400kV Sikandrabad(UP)-G.Noida(UP)-1

10) 400kV Sikandrabad(UP)-G.Noida(UP)-2

11) 400kV Muradnagar(UP)-Ataur(UP)

12) 765/400kV 1000 MVA ICT #1 at Mainpuri(UP)

Uttar Pradesh 6-Nov-18 18:13 6-Nov-18 19:04 00:51

B-N fault occurred resulted in tripping of all 400kV ckts from Aligarh(UP) along with both 400/220kV ICTs. 

400kV Muradnagar-Ataur, 765/400kV ICT #1 at Mainpuri(UP) and 400kV Sikandrabad-G.Noida also tripped. 

400kV Sikandrabad-Aligarh hand tripped.

200 GD-1 0.16

5 NR
1) 400kV Ballabgarh(PG)-Tughlakabad(PG)-2 

2) 400kV Ballabhgarh(PG)-Nawada(HVPNL)
Haryana 7-Nov-18 04:01 7-Nov-18 05:45 01:44

400kV Ballabgarh(PG)-Tughlakabad(PG)-2 and Ballabgarh(PG)-Nawada(HVPNL) tripped on over voltage. As 

per PMU, no fault observed.
GI-2

6 NR

1) 220kV Sakatpura(RVPNL)-Dyra(RVPNL)

2) 220kV Sakatpura(RVPNL)-Anta(NTPC)

3) 220kV Sakatpura(RVPNL)-RAPS-1

4) 220kV Sakatpura(RVPNL)-RAPS-2

5) 220kV Sakatpura(RVPNL)-RAPS-3

6) 220kV Sakatpura(RVPNL)-Bhanpura(MPPTCL)

7) 220kV Sakatpura(RVPNL)-KTPS(RRVUNL)-1

8) 220kV Sakatpura(RVPNL)-KTPS(RRVUNL)-3

9) 220kV Sakatpura(RVPNL)-KTPS(RRVUNL)-4

10) 220kV KTPS(RRVUNL)-KOTA(PG)-1

11)220kV KTPS(RRVUNL)-Modak

11)220kV KTPS(RRVUNL)-Heerapura(RVPNL)

12)220kV KTPS(RRVUNL)-Bundi(RVPNL)

13) 220kV Sakatpura(RRVPNL)-Mandalgarh(RRVPNL)

14) Unit #2 at KTPS

15) Unit #3 at KTPS

16) Unit #4 at KTPS

17) Unit #5 at KTPS

18) Unit #6 at KTPS

19) Unit #7 at KTPS

Rajasthan 13-Nov-18 14:26 13-Nov-18 14:40 00:14

Due to fault and subsequent bus bar protection operation at 220kV Sakatpura, cascade tripping occurred at 

220kV KTPS and 220kV Dyra and Rana Pratap Sagar. All running units viz. Unit #2, #3, #4, #5, #6 & #7 also 

tripped at KTPS.

700 250 GD-1 0.06

7 NR

1) 315 MVA ICT 1 at 400/220kV Nalagarh(PG).

2) 220kV Mohali(Pun)-Nalagarh(PG) ckt-2

3) 220kV Nalagarh(PG)-Uppanangala(HP) ckt-2

4) 220kV Kish_cha(CHD)-Nallagarh(PG) ckt-1

Punjab 19-Nov-18 13:44 19-Nov-18 14:26 00:42

315 MVA ICT 1 at 400/220kV Nalagarh(PG) tripped due to LBB protection operation of 220kV Mohali(Pun)-

Nalagarh(PG) ckt-2. As per PMU, R-N fault is observed. In antecedent condition, 315 MVA ICT 1 & 220kV 

Mohali(Pun)-Nalagarh(PG) carrying 119 MW & 45 MW respectively.

GI-2

8 NR

1) 220kV Sarsawa(UPPTCL) -Khodri (UPCL)

2) 220kV Khodri(UTT)-Saharanpur(UP) ckt-2

3) 220kV Khodri(UTT)-Chibro(UTT) ckt-1

4) 220kV Khodri(UTT)-Chibro(UTT) ckt-2

Uttarakhand & Uttar Pradesh 21-Nov-18 08:43 21-Nov-18 09:48 01:05

Bus bar protection operated at 220kV Khodri(UTT) due to snake climbed on 220kV R-Ph CT resulting in 

tripping of 220kV Sarsawa(UPPTCL) -Khodri (UPCL) & 220kV Khodri(UTT)-Saharanpur(UP) ckt-2. As per 

PMU, R-N fault with delayed clearance is observed. In antecedent conditions,  220kV Khodri(UTT)-

Saharanpur(UP) ckt-2 carrying 135 MW.

162 GD-1

9 NR

1) 220kV Bhiwadi(PG)-Kushkhera(RVPNL) ckt-2

2) 220kV Bhiwadi(PG)-Bhiwadi(RVPNL) ckt-2

3) 220kV Bhiwadi(PG)-Mau(HVPNL)

4) 315 MVA ICT 1 at 400/220kV Bhiwadi(PG)

5) 315 MVA ICT 3 at 400/220kV Bhiwadi(PG)

6) 220kV Bhiwadi(PG)-Rewari(HVPNL) ckt-1

7) 220kV Bhiwadi(PG)-Rewari(HVPNL) ckt-2

8) 220kV Bus 2 at 400/220kV Bhiwadi(PG)

Rajasthan 24-Nov-18 08:14 24-Nov-18 09:18 01:04

220kV Bhiwadi(PG)-Kushkhera(RVPNL) ckt-2 tripped due to broken jumper at Tower No. 20. At the same 

time, 220kV Bhiwadi(PG)-Bhiwadi(RVPNL) ckt-2, 220kV Bhiwadi(PG)-Mau(HVPNL) and 315 MVA ICT 1 & ICT 

3 also tripped. As per PMU, B-N fault is observed. Voltage drop also observed in R & Y phase. In antecedent 

conditions, 315 MVA ICT 1 & ICT 3 carrying 150 MW & 140 MW respectively.

GI-2

10 NR
1) 220kV Napp(NPC)-Simbholi(UP)

2) 220kV Meerut(PG)-Simbholi(UP)
Uttar Pradesh 25-Nov-18 11:23 25-Nov-18 13:40 02:17

220kV Napp(NPC)-Simbholi(UP) and 220kV Meerut(PG)-Simbholi(UP) tripped at 1123Hrs. As per PMU, B-N 

fault with delayed clearance is observed. In antecedent conditions,  220kV Napp(NPC)-Simbholi(UP) 

carrying 101 MW.

GI-2
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11 NR

1) 400kV Dadri(NTPC)-G.Noida(UP)

2) 400kV G.Noida(765)-G.Noida(400) ckt-2

3) 400kV Dadri(NTPC)-Panipat(BBMB) ckt-2

4) 500MVA 400/220kV ICT 5 at 400kV Greater Noida(UP)

5) 315MVA 400/220kV ICT 1 at 400kV Greater Noida(UP)

6) 315MVA 400/220kV ICT 2 at 400kV Greater Noida(UP)

Uttar Pradesh 26-Nov-18 01:56 26-Nov-18 02:31 00:35

Due to Y-phase CT blast of Dadri (NTPC) line at 400 kV Greater Noida (UP), 400kV Dadri(NTPC)-400kV 

Greater Noida(UP) & 400kV Greater Noida(UP)-765kV Greater Noida(UP) ckt-2 tripped along with 500 MVA 

ICT-5, 315 MVA ICT-1 & 2. At the same time, 	400 kV Dadri(NTPC)-Panipt(BBMB) ckt-2 also tripped from 

Dadri(NTPC) end. As per PMU, R-N fault is observed. In antecedent conditions, 500MVA ICT5, 315 MVA ICT1 

& 315 MVA ICT2 carrying 101MW, 62MW & 67MW respectively.

GI-2

12 NR

1) 500MVA 400/220kV  ICT1 at 400kV Ataur(UP)

2) 500MVA 400/220kV  ICT2 at 400kV Ataur(UP)

3) 220kV Ataur(UP)-Morti(UP) ckt-2

4)  220kV Ataur(UP)-Mandola(UP) ckt-1

Uttar Pradesh 26-Nov-18 15:32 26-Nov-18 16:34 01:02
500MVA 400/220kV  ICT 1 & ICT 2 at 400kV Ataur(UP) tripped due to Bus bar protection malopertaion. As 

per PMU, No fault is observed in the system. In antecedent conditions, 500MVA ICT 2 carrying 72 MW.
GI-2

13 NR
1) 400kV Rajpura(Pun)-Rajpura(TH)(Pun) ckt-2

2) 400kV Rajpura(Pun)-Dhuri(Pun) ckt-1
Punjab 26-Nov-18 15:49 26-Nov-18 16:57 01:08

400kV Rajpura(Pun)-Rajpura(TH)(Pun) ckt-2 and 400kV Rajpura(Pun)-Dhuri(Pun) ckt-1 tripped while doing 

testing work. As per PMU, No fault observed in the system. In antecedent condition, 400kV Rajpura(Pun)-

Rajpura(TH)(Pun) ckt-2 & 400kV Rajpura(Pun)-Dhuri(Pun) ckt-2 carrying 274 MW & 86 MW respectively.

GI-2

14 NR

1) 400kV Banda(UP)-Orai(UP) ckt-1

2) 315 MVA 400/220kV ICT 1 at Orai(UP)

3) 400 kV Bus 2 at 400/220kV Orai(UP)

Uttar Pradesh 29-Nov-18 02:25 29-Nov-18 04:26 02:01
400kV Banda(UP)-Orai(UP) ckt-1 tripped on R-N fault. At the same time, 400 kV Bus 2 and 315 MVA ICT 1 at 

400/220kV Orai(UP) also tripped. As per PMU, Y-N fault is observed. In antecedent condition, 315 MVA ICT 

1 carrying 123 MW and 400kV Banda(UP)-Orai(UP) ckt-1 carrying 75 MW.

GI-2
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Annex-VII 

Detailed Analysis Report 

A. Introduction 

1. Time & Date of Event. 

2. Substation(s) Affected along with voltage level. 

3. Brief Event Summary. 

 

B. Antecedent Conditions 

1. Weather Information. 

2. Additional relevant information viz. power flow, shutdowns etc. 

 

C. Event data 

1. Change in Frequency. 

2. Generation Loss/Load Loss. 

3. Single Line Diagram (SLD) of affected Area: SLD depicting bus 

scheme/configuration of all the affected stations along with digital open/close 

status of all CB/Isolator of affected voltage level buses indicating availability of 

various elements viz. Buses, Lines, ICT, Reactor etc.  

4. Name and time of the tripped elements in time chronology: Based upon time 

stamped event log, DR etc. 

5. Location and type of fault. 

6. Flag Details, DR and EL for each affected element: To be filled in Format-1 

7. Appropriate Graphical Plot: Including SCADA data/ print out of DR and EL 

details. It may be separately annexed. 

8. Equipment failure (if any): 

S. 

No. 

 Name 

of the 

Element 

(along 

with 

voltage 

level 

Details to be filled in case of Equipment failure Reason 

    
Element 

type 
Rating Make 

Year of 

Manufacturing 

Year of 

Commissioning   

1   
            

2   
            

3   
            

4   
            

-----------------
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D. Event Description/ Analysis of the Event 

9. Description: Detailed description including the reference of DR/EL and 

explanation based on pt. C. Event data. 

 

E. Restoration 

10. Restoration time of tripped elements in time chronology. 

11. Special finding/ issues identified during restoration 

 

F. Remedial Action 

12. Remedial Action Taken. 

13. Remedial Action to be taken along with time frame. 

 

 

G. Lesson Learnt 

H. Any other Information 

 

 

 



S. No.

 Name of the 
Element (along 
with voltage 

level

Relay 
Indication 
  End A

Relay 
Indication  
End B

Sent*
Reason 
if not 
sent

Sent*
Reason if 
not sent

Sent*
Reason 
if not 
sent

Sent*
Reason if 
not sent

M‐I* M‐II*
Any Other 
Protection#

Fault 
locator 
details

Auto 
reclosure 
status

M‐I* M‐II*
Any Other 
Protection#

Fault 
locator 
details

Auto 
reclosure 
status

Inaccurate 
setting

Pholosophy 
Issue

Design/ 
Logic Issue

Remdial 
measures

Inaccurate 
setting

Pholosophy 
Issue

Design/ 
Logic Issue

Remdial 
measures

1

2

3

4

5

6
7
8
9

*:  Yes or No
#: Details of the protection

Reason of Protection Mis‐operation or Mal‐operation

Relay at End A Relay at End BEnd A End B

Protection operationDR submitted by the utility

End A End B

EL submitted by the utility

End A End B
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Annex-V 

Status of pending rectification of defects observed during BPA 

Sl.

No. 

Utility No. of sub-

stations 

covered 

under 

BPA 

Expected 

Completion 

Remarks 

1 UPPTCL 21 - Representative of UPPTCL informed 

that in 220 kV stations, auto recloser 

deficiency due to PLCC issue is 

remaining rest all have been rectified. 

Order has been placed for PLCC and 

deficiency will be rectified once the 

equipment are supplied. 

2 UPRVUNL 4 - Obra ’A’ – including rectification of time 

synchronization & BBP, PLCC (to be 

installed by UPPTCL). To be completed 

by November, 2016.  

 

Harduaganj – to be completed by March, 

2017 
  

 

Status could not be updated as there 

was no representation from UPRVUNL 

in the last 03 (33rd PSC, 34th PSC and 

35th PSC) meetings.  
3 HPSEB Ltd. 1 October 2017 • Out of 12 deficiencies observed, 8 

already rectified.  

• 1 no. deficiency to be rectified by 

March 2017 and  

• 3 others by October 2017. 

4 UJVNL 1 December, 2016 Breaker for 220 kV Khodri-I &II needs to 

be replaced. Expected date as intimated by 

SLDC Uttarakhand in 127th OCC meeting 

was 31.12.2016. 

 

Status could not be updated as there 

was no representation from UJVNL in 

the meetings.  
5 PDD, J&K 3 Status of 

progress is not 

submitted. 

Target 

As informed during 33rd NRPC meeting 

that deficiencies where procurement was 

not involved had been rectified and other 

works where procurement is involved are 



completion not 

known. 

yet to be taken up. PDD J&K informed 

that they have submitted the proposal for 

PSDF funding and deficiencies will be 

rectified when fund will be disbursed 

from PSDF.  

As informed by PSTCL defects at 220kV 

Sarna-Udhampur line, pertains to PDD, 

J&K. 

Status could not be updated as there 

was no representation from PDD J&K 

in the meetings.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Annex-VI 

Protection audit of intra-state system/balance system not covered in Basic Protection 

Audit 

Utility Third 

party 

protecti

on audit 

carried 

out by 

No. of sub-

stations 

covered/ 

expected to 

be covered 

Status of 

Audit 

Status of 

Report 

Status of 

submission of 

action Plan for 

rectification of 

deficiencies  

RRVPNL, 

RRVUNL 

CPRI RRVPNL-39  

RRVUNL-5 

Completed Submitted RRVPNL- Lead 

Acid Batteries have 

been procured and 

installed. 

 RRVUNL- Action 

Plan submitted.  

BBMB -do- 20 Completed Submitted The action to  

attend the 

deficiencies 

observed in the 

audit is underway. 

PSTCL, 

PSPCL 

-do- PSTCL-22 

PSPCL-3 

Completed Submitted Representative of 

PSTCL informed 

that Report on 

CPRI Audit 

already submitted 

and emailed. 

UPRVUNL -do- 2 Completed Submitted Parichha TPS and 

Panki TPS: All the 

deficiencies are 

likely to be rectified 

by March, 2018 

 

UPPTCL -do- 41 Completed Shall be 

submitted after 

receipt and 

examination of 

Report, same.  

Representative of 

UPPTCL 

informed that 

CPRI is working 

on this and 

detailed report 



Utility Third 

party 

protecti

on audit 

carried 

out by 

No. of sub-

stations 

covered/ 

expected to 

be covered 

Status of 

Audit 

Status of 

Report 

Status of 

submission of 

action Plan for 

rectification of 

deficiencies  

will be submitted 

by June, 2019. 

Rosa Power -do- 1 Completed Submitted Action Plan 

submitted and the 

deficiencies 

observed rectified.  

UJVNL  -do- 2 

 (Chilla, 

Chhibra) 

Completed Submitted Action Plan not 

submitted. No 

representative was 

present.    

PDD J&K  -do- 3 

(Janipur, 

Amargarh, 

Hiranagar) 

Completed Submitted Action Plan for 

Heeranagar and 

Amargarh not 

submitted. No 

representative was 

present.   

JSW  -do- 1 Completed Submitted Rectification of 

observation 

complied. 

HPSEB 

Ltd.,   

-do- 6 

(Uprela 

Nangal, Giri 

220 kV, 

Jassore 220 

kV, Baddi, 

220 kV 

Kangoo, 220 

kV Kotla) 

Completed Submitted Action Plan for 220 

kV Kotla not yet 

submitted. 

Rectification of 

observation partly 

complied. 

Rectification will be 

completed by 

October 2017 

UT 

Chandigarh  

-do- 1 

(Kishengarh) 

Completed Submitted Not submitted. No 

representative was 

present.   



Utility Third 

party 

protecti

on audit 

carried 

out by 

No. of sub-

stations 

covered/ 

expected to 

be covered 

Status of 

Audit 

Status of 

Report 

Status of 

submission of 

action Plan for 

rectification of 

deficiencies  

Budhil 

Power 

-do- 1 Completed Submitted Not submitted. No 

representative was 

present.   

HVPNL -do- 4 (Sector 72, 

Gurgaon ; 

Tepla; 

Bastara; A-5, 

Faridabad) 

Completed Submitted To be rectified by 

December 2017 

DTL -do- 4 

(Rohini; 

Mehrauli; 

Mundka; 

Shalimar 

Bagh) 

Completed Submitted Action has already 

been taken. Report 

will be submitted.  

PTCUL -do- 4 

(Pantnagar, 

Haridwar, 

Kashipur, 

Roorkee) 

Completed Submitted Not submitted for 

Haridwar, 

Roorkee 

Relays have been 

delivered at the 

site. 

To be completed by 

31st October, 2017 

 

 

 

 

 

 

 



Annex-VII 

Status of Bus bar Protection for Northern Region Constituents 

State/ 

Constituent 

TRANSC

O/GENC

O 

Total no. 

of S/S/ 

Sw. 

yards 

(220 kV 

and 

above) 

No. of S/S/ 

Sw. yards 

where Bus 

bar 

protection is 

functioning 

Remarks Action Plan 

Delhi DTL 37 34 For 220 kV S/S 

namely, 

Gopalpur and 

Kanjhawala  is 

being 

planned.(Lodi 

Road is GSS)  

PO awarded to M/s 

GE T&D India Ltd. 

for the work of 

Supply and ETC of 

26nos. Bus Bar 

Schemes in 400 and 

220kV DTL 

substations on 

06.04.18. 

Completion period 

is 9 months. 

Haryana HVPNL 56 39 17 nos. defective  1 done; next 14 by 

June ,17 and other 2 

in 2017-18, as 

control cable was 

not available.  

HPGCL 03 03    

Rajasthan RVPNL 53 46 

(7 defective)  

 74 nos. New Bus 

bar Protection 

scheme under 

commissioning. 10 

Commissioned. 

RVUNL 05 05    

Himachal 

Pradesh 

HPSEB 08 04 At one s/s it was 

working, 2 sub‐

station it was 

defective. 

04 nos. 

commissioned and 

for remaining 04 



s/s to be done by 

Oct 2017. 

Punjab PSTCL 98(5 no 

400 kV 

s/s) 

46(5 no. 400 

kV s/s) 

 Work in progress 

for BBPS 

protection, 46/98 

(220kV) 05/05 

(400kV) 

completed. Till then 

reverse zone 

protection time set 

to 160 ms. For 

remaining 

substations, work 

has been 

undertaken by TS 

organization and 

will be completed 

by 31.12.19. by TS 

organization. 

Procurement 

process for BBPS 

delayed due to re-

tendering twice by 

Finance wing of 

PSTCL. Re-

tendered again last 

month and target 

date is 31-12-19 & 

PSDF funding 

available. PLCC 

work will also be 

completed by 31-3-

19 as procurement 

process is 

underway. 

PSPCL 03 03   

J&K PDD 06 -  The status for the 

same could not be 

ascertained as 

representative 

from PDD, J&K 



 

 

was not present in 

the meeting. 

Uttarakhand PTCUL 10 09  Order placed for 

01 defective. 

Would be 

completed by May 

2017. 

UJVNL - -   

BBMB BBMB 23 20 Not required at 

Dhulkote and 

Jagadhari. 

also for Sangrur, 

Kurukshetra and 

Delhi as no. of 

feeders is less 

than five. PSC 

decided that it 

needs to be 

installed. 

Sangrur-

commissioned 

19.01.2016.   

For Kurukshetra 

and Delhi, LOI 

has been issued on 

27.06.18 & 

material is likely 

to be received by 

March, 2019. 

For Barnala it is to 

be provided by 

PSTCL as agreed in 

PSC. PSTCL were 

to commission it by 

31.12.2016.  

 

Uttar Pradesh UPPTCL 99 10 04 no. are 

pending 

For the remaining 

stationed 

procurement action 

has been initiated. 

UVUNL 05 -    

POWERGRID PGCIL 55 55   

Central 

Generating 

Stations 

NTPC 11 11   

NHPC 09 09   

NPCIL 02 02   

THDC 02 02    

SJVNL 02 02    
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